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A B S T R A C T   

The fluctuation and randomness of photovoltaic (PV) power generation can adversely affect the stable operation 
of the grid. The use of a hybrid energy storage system (HESS) can reduce the impact on the grid caused by PV 
power fluctuation. To improve the reliability and economy of the HESS, it is important to choose a reasonable 
power signal analysis method in the smoothing process. In this regard, a HESS based on self-adaptive variational 
mode decomposition (VMD) is proposed in this paper to smooth PV power fluctuation. This method determines 
the number of decomposed modes and grid-connected modes adaptively. Moreover, the VMD-Hilbert method is 
used to allocate the power of HESS to lead‑carbon batteries and supercapacitors. In addition, a HESS economic 
evaluation model is developed. The results indicate that after self-adaptive VMD, the PV power fluctuation rate in 
different weather conditions is reduced to 9.68 %/5 min, 9.49 %/5 min, and 8.19 %/5 min respectively, which is 
lower than that before smoothing and meets the PV grid-connected fluctuation standard. Due to the optimization 
of grid-connected mode number, the power of HESS can reduce by 17.36 % on sunny days. Also, the HESS life 
cycle annualized cost in the maximum fluctuation weather condition reduces by 24.89 % compared to when 
empirical mode decomposition (EMD) is used.   

1. Introduction 

As the world faces a crisis of energy depletion, the development of 
new energy is imminent. Thus, the new clean energy represented by 

photovoltaic (PV) is gradually being developed [1,2]. However, due to 
the characteristics of uncertainty, randomness and fluctuation, PV 
power generation seriously affects the normal operation of the grid in 
large-scale PV grid connections and brings severe challenges to the 

Nomenclature: PV, photovoltaic; HESS, hybrid energy storage system; VMD, variational mode decomposition; EMD, empirical mode decomposition; SOC, state of 
charge; EEMD, ensemble empirical mode decomposition; PPV, original PV power; Pg, grid-connected PV power after being suppressed by HESS; PHESS, power of HESS; 
Pb, power of lead-carbon batteries; Pc, power of supercapacitors; WT, wavelet transform; FFT, fast Fourier transform; STFT, short time Fourier transform; WVT, 
Wigner-Ville transform; BDC, bi-directional DC-DC converter; EMS, energy management system; PCS, power conversion system; BMS, battery management system; 
SMS, supercapacitor management system; Xi, meteorological feature vector; Ii, average irradiance; Ti, average temperature; Hi, average relative humidity; Li, irra-
diation duration; IMF, intrinsic mode function; k, number of decomposition mode; ωk, corresponding center frequency of the mode; r, residual of VMD; ∂t, the partial 
derivative with time t; δ(t), Dirac distribution function; uk, mode component of VMD; f(t), original signal; α, penalty factor; λ(t), Lagrange multiplier; ADMM, alternate 
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power quality and stability of the grid [3–5]. In this regard, the energy 
storage system can make a difference. The use of energy storage tech-
nology charging/discharging can flexibly adjust the characteristics of 
power imbalance and smooth the fluctuation of PV output power, which 
is an important means to effectively reduce the impact of PV power 
fluctuation on the grid and improve grid stability [6–8]. Energy storage 
can be divided into physical energy storage, chemical energy storage, 
thermal energy storage and electrical energy storage [9]. However, 
single energy storage has its limitations, because it is difficult to meet the 
characteristics of high energy density, high power density and long 
service life at the same time. A hybrid energy storage system (HESS) 
makes up for the deficiencies of characteristics of a single energy storage 
system to achieve complementary advantages. Therefore, the use of 
HESS to smooth PV power fluctuation attracts attention in recent years 
[10,11]. 

In this paper, HESS is composed of lead‑carbon batteries and 
supercapacitors. Lead‑carbon batteries are based on traditional lead- 
acid batteries with a capacitive improvement on the negative elec-
trode material [12]. Lead‑carbon batteries combine the advantages of 
both lead-acid batteries and supercapacitors. Carbon addition prevents 
sulfation of the negative electrode, significantly improving the service 
life of the battery [13,14]. Lead‑carbon batteries have high safety, long 
cycle life and low cost. Lead‑carbon battery is a kind of chemical battery 
for energy storage with potential commercial application and develop-
ment prospects, which is suitable for large-scale and high safety occa-
sions. Supercapacitors not only have the characteristics of rapid charge 
and discharge of traditional capacitors but also have the energy storage 
characteristics of batteries. At present, supercapacitors are widely used 
together with batteries [15]. 

After determining the composition of the HESS, the reasonable 
power allocation and operation control algorithm is the key to smooth 
the PV power fluctuation. However, some conventional algorithms are 
susceptible to power signal instability. This leads to insufficient PV 
power fluctuation smoothing to meet the volatility criterion, or exces-
sive smoothing to make the storage device capacity larger and less 
economical. Scholars at home and abroad have conducted a lot of 
research on algorithms for smoothing PV power fluctuation with HESS, 
and have obtained relevant results. Wang et al. [16] proposed a low-pass 
filtering algorithm with threshold judgment to decide whether the en-
ergy storage system is working by judging the magnitude of fluctuation. 
Ding et al. [17] and Zhou et al. [18] used the self-adaptive wavelet 
packet decomposition technique to decompose the wind power into 
different frequency components and proposed the primary power allo-
cation within HESS. But the wavelet packet decomposition must make a 
secondary correction to the power command, which makes the calcu-
lation process complex. Wu et al. [19] proposed to use the wavelet 
packet decomposition method to analyze the amplitude-frequency of PV 
grid-connected power. The charging and discharging power of each 
system are obtained according to the characteristics of different energy 
storage systems. At the same time, the fuzzy control method is used to 
adaptively control the state of charge (SOC) of the supercapacitor. 
However, the wavelet packet decomposition algorithm does not have 

the adaptive capability only by setting the threshold value to eliminate 
the real-time delay problem of wavelet packet decomposition. Tian et al. 
[20] and He et al. [21] proposed to use empirical mode decomposition 
(EMD) to achieve the active power distribution, but the noise in the EMD 
decomposition process is relatively large, which is prone to mode mix-
ing. To solve the problem of mode mixing, Sanabria-Villamizar et al. 
[22] and Sánchez-Sutil et al. [23] proposed to use ensemble empirical 
mode decomposition (EEMD) technique to reduce the mode mixing 
phenomenon and the edge effect. Then the Hilbert spectrum was used to 
identify frequency variations in the time domain. Wang et al. [24] and 
Jia et al. [25] proposed EEMD to achieve the distribution of active 
power. The high-frequency and low-frequency power was obtained by a 
temporal and spatial filter. However, due to the instability and nonlinear 
characteristics of the PV power signal, the filtering order of the temporal 
and spatial filter cannot be accurately determined. Moreover, the EEMD 
is noisy, which makes the power signal extraction inaccurate. Currently, 
the commonly used low-pass filtering, wavelet packet decomposition, 
EMD, EEMD and other methods have problems such as delay, poor ac-
curacy, and mode mixing. VMD can solve the above problems to a 
certain extent [26]. 

VMD uses the alternating direction multiplier method, which has 
good local optimization in anti-noise and processing non-stationary 
abrupt signals and is more suitable for smoothing PV power fluctua-
tion [27,28]. However, the conventional VMD algorithm has an obvious 
drawback. Before using the VMD algorithm for signal processing, the 
decomposition mode number needs to be set in advance, it directly af-
fects the final decomposition results. If the preset number of decompo-
sition modes is not reasonable, it may lead to insufficient decomposition 
or over-decomposition resulting in mode mixing. Therefore, the deter-
mination of decomposition mode number occupies a crucial position in 
the VMD algorithm. Zhang et al. [29] proposed to determine the 
decomposition mode number by observing whether the center frequency 
of each mode is overlapped after VMD, then select the decomposition 
mode number by merit. But this method has no clear measurement 
criteria and is highly subjective. Moreover, it cannot be determined 
automatically by the program directly. It also requires multiple de-
compositions of the analyzed signal, which is a large workload. The 
conventional VMD algorithm only utilizes the first mode component 
obtained from the decomposition, without considering the influence of 
the remaining components on the results [30]. This algorithm applied to 
smooth PV power fluctuation may result in low grid-connected power 
and high HESS power. Therefore, this paper proposes a self-adaptive 
VMD, which can determine the decomposition mode number adap-
tively. Also the remaining components except the first mode component 
are taken into account to reduce the HESS power. 

In summary, this paper uses a HESS based on self-adaptive VMD 
algorithm to smooth PV power fluctuation. Firstly, the original power of 
typical PV output scenarios is subjected to self-adaptive VMD. According 
to the grid-connected PV power fluctuation standard, the original PV 
power is decomposed into grid-connected power and HESS power, to 
achieve the maximum grid-connected power under the premise of 
smoothing PV power fluctuation. Secondly, the VMD-Hilbert method is 
applied to the HESS power to determine the frequency division point by 
the marginal spectrum obtained from time integration. The high- 
frequency signal and the low-frequency signal are assigned to the 
supercapacitors and the lead‑carbon batteries respectively. Then, a life 
cycle annualized cost model is established for the economic evaluation 
of HESS. Finally, combined with the actual output data of a PV power 
station, the correctness of the model in this paper is verified. 

2. PV-HESS system based on self-adaptive VMD 

HESS can timely store and release the output power of PV power 
station through charging and discharging, so it has become the main 
means to solve the fluctuation of grid-connected PV power. Therefore, 
reasonable energy storage components and control strategies for PV 

Table 1 
Performance comparison of common energy storage batteries [31–33].  

Energy storage 
batteries 

Advantages Disadvantages 

Lithium iron 
phosphate 
battery 

High efficiency, high 
power density, high 
energy density 

Safety issues such as battery 
heating and burning due to 
overcharging 

Vanadium liquid 
flow battery 

Mature technology, long 
cycle life 

Low power density and energy 
density 

Lead-acid battery Low price, high safety Low energy density, short life 
span 

Lead‑carbon 
battery 

Long cycle life, high safety Not high energy density  
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power stations can reduce PV power fluctuation rate and improve power 
quality. 

2.1. PV-HESS system structure and characteristic analysis 

2.1.1. Selection of energy storage components 
Energy storage batteries for HESS include lithium iron phosphate 

batteries, vanadium liquid flow batteries, lead-acid batteries and 
lead‑carbon batteries, etc. A comparison of common battery 

performance is shown in Table 1. Therefore, the energy storage batteries 
in this paper are selected from lead‑carbon batteries with long cycle life 
and high safety. 

The HESS selected in this paper is composed of lead‑carbon batteries 
and supercapacitors. Lead‑carbon batteries have the advantages of high 
energy density and low cost, but their response speed is slow and the 
service life is greatly affected by the number of charging and discharging 
cycles, so they are used as energy type storage. Supercapacitors have fast 
response speed and long service life, however, they have relatively low 
energy density and high cost. They are suitable for the task of fast 
charging and discharging and frequent switching in the energy storage 
system, so they are used as power type storage. In this regard, 
lead‑carbon batteries and supercapacitors can just complement each 
other in terms of technical performance. By forming a HESS with 
lead‑carbon batteries and supercapacitors to give full play to the ad-
vantages of both types of energy storage, not only can the service life of 
the batteries be extended, but also the overall response and smoothing 
performance of HESS can be greatly improved. 

2.1.2. PV-HESS system structure 
The grid-connected structure of the PV-HESS system designed in this 

paper is shown in Fig. 1. The system consists of three main components: 
the PV power generation, HESS consisting of lead‑carbon batteries and 
supercapacitors, and the control system. PV power generation is a clean 
energy generation method that converts solar energy into electricity 
through the photovoltaic effect. Due to the influence of various frequent 
meteorological factors such as rainfall and cloud movement, PV power 
generation has great fluctuation and will have an impact on the grid if 
directly connected to the grid. The role of the control system is to collect 
the real-time power signal of the PV power generation. Under the PV 

Fig. 1. Schematic diagram of grid-connected PV-HESS system.  

Table 2 
Common algorithms for smoothing PV power fluctuation with HESS.  

Algorithms Performance analysis 

Statistical analysis Simple calculation, require high integrity and accuracy 
of historical statistical data 

Fast Fourier transform 
(FFT) 

Based on Fourier transform, fast calculation speed, 
there are aliasing and leakage in spectrum analysis 

Short time Fourier 
transform (STFT) 

Based on Fourier transform, the window width is fixed 
and cannot be adjusted adaptively 

Wavelet transform (WT) A signal time-frequency analysis method, the wavelet 
basis function lacks adaptability 

Wigner-Ville transform 
(WVT) 

Do not involve window function, interfered by cross 
term when analyzing multi-component signal 

Low-pass filtering Simple calculation, phase lag 
Wavelet packet 

decomposition 
Provide finer decomposition of high frequency signals, 
susceptible to the influence of fundamental waves 

EMD No need to set basis function, there is mode mixing 
phenomenon 

EEMD High noise, making the power signal extraction 
inaccurate 

VMD Good local optimization in noise immunity and 
handling of non-stationary burst signals  
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power fluctuation standard, control system adjusts the power of the 
HESS in real time, thereby smooth the fluctuation of PV output power 
and ensure the stable operation of the power grid. 

In Fig. 1, PPV is the original PV power, Pg is the grid-connected PV 
power after being suppressed by HESS, PHESS is the power of HESS, Pb is 
the power of lead‑carbon batteries, Pc is the power of supercapacitors. 
The HESS power consists of the power of lead‑carbon batteries and the 
power of supercapacitors. By configuring the HESS, the power delivered 
from PV to the grid becomes the difference between the actual power 
from PV power generation and the HESS power, as shown in Eqs. (1) and 
(2): 

PHESS = Pb +Pc (1)  

Pg = PPV − PHESS (2)  

2.2. Working principle of PV-HESS system 

2.2.1. Comparative analysis between VMD and other algorithms 
Using a HESS to smooth PV power fluctuation, it is important to 

choose a suitable algorithm. Table 2 shows common algorithms for 
smoothing PV power fluctuation with HESS [34–39]. The traditional 
signal analysis is based on the Fourier transform. Because Fourier 
transform uses a global transform, for non-stationary signals, the Fourier 
transform expresses the local properties of time-frequency. Many new 
signal analysis algorithms have emerged based on Fourier transform. 
Wavelet transform (WT) is a time-frequency analysis method of signal, 
which can deal with non-stationary signals such as PV power well. In 
wavelet transform, the wavelet basis function needs to be selected first, 
which lacks adaptability. EMD is a new adaptive time-frequency anal-
ysis method. It is simple to operate and does not need to select a function 
similar to wavelet basis in advance, which overcomes the disadvantage 
of lack of adaptability of wavelet transform. However, EMD also has 
some disadvantages such as mode mixing and the edge effect. For 
different signals, each algorithm has its advantages and disadvantages. 
So the proper algorithm should be selected according to the character-
istics of the signal. Since VMD has outstanding advantages in frequency 
extraction and mode separation with high noise robustness and mode 
aliasing suppression [28], VMD is chosen in this paper to smooth PV 
power fluctuation. 

2.2.2. PV-HESS system control strategy 
In order to improve the performance of HESS, the combination of 

lead‑carbon batteries and supercapacitors can give full play to the ad-
vantages of both. In this paper, the lead‑carbon batteries and super-
capacitors are connected to the grid through a bi-directional DC/DC 
converter (BDC) and a DC/AC converter. The BDC is at the core of HESS 
[40]. The BDC has many functions, not only can it realize the energy 
storage and release at the same time, but also can improve the utilization 

rate of the battery to achieve stable output. Most importantly, the BDC 
can stabilize the DC bus voltage and reduce voltage fluctuation, thus 
improving the stability of the system. Therefore, the bi-directional Buck- 
Boost is chosen as the DC/DC converter topology in this paper. When the 
converter operates in the Buck circuit model, the energy flows from the 
bus to the energy storage system; when the converter operates in the 
Boost circuit model, the energy changes direction and flows from the 
energy storage system to the bus. 

Fig. 2 shows an overall diagram of the PV-HESS system control 
process. Firstly, the PV power prediction system collects the real-time 
radiation value, temperature and other meteorological information of 
the PV power station, then predicts PPV based on the historical and 
measured data of the PV power station [41]. Self-adaptive VMD is used 
to determine the grid-connected PV power and the HESS power. The 
high-frequency and low-frequency components are obtained by using 
the VMD-Hilbert method, thus the operation of each energy storage 
element is obtained. The PV inverter converts the direct current gener-
ated by PV generation into alternating current and achieves maximum 
output power through the Maximum Power Point Tracking method 
[42]. Energy management system (EMS) is the control core of the sys-
tem, which summarizes the information of various components in the 
PV-HESS system and receives dispatching instructions from the grid. It 
not only controls the operation of the system comprehensively, but also 
makes decisions to ensure the safe operation of the system [43]. Power 
conversion system (PCS) is an executive device. PCS receives EMS 
commands through communication to control the charging and dis-
charging process, to realize the regulation of active power and reactive 
power of the grid [44]. Battery management system (BMS) and super-
capacitor management system (SMS) are responsible for the monitoring, 
evaluation and protection of lead‑carbon batteries and supercapacitors 
respectively. Overcharging and over-discharging will shorten the life of 
lead‑carbon batteries and supercapacitors. PCS can communicate with 
BMS and SMS for protective charge and discharge of lead‑carbon bat-
teries and supercapacitors, so as to ensure SOC changing in a reasonable 
range and meeting the power output requirement [45,46]. 

2.3. PV power prediction model 

In order to achieve real-time control of HESS, PV power prediction is 
required. In this paper, a PV power prediction method based on similar 
days selection and Elman neural network model is used. Similar days are 
selected according to different weather conditions, and the Elman neural 
network is established to predict the PV power in three different weather 
conditions respectively. 

2.3.1. Selection of similar days 
PV power generation is affected by many meteorological factors, this 

paper selects the factors that have a greater impact on power, such as 

Fig. 2. Overall diagram of the PV-HESS system control process.  
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irradiance, irradiation duration, temperature, and relative humidity to 
construct the meteorological feature vector, as shown in Eq. (3): 

Xi = [Ii,Ti,Hi, Li] (3)  

where Ii is the average irradiance, Ti is the average temperature, Hi is the 
average relative humidity, Li is the irradiation duration. 

Accurate PV power prediction results are closely related to the se-
lection of training samples. In order to select the training samples with 
higher correlation, historical data with high similarity are needed to 
make the prediction results more accurate. Similar days need to be 
selected according to the weather conditions, so the weather is divided 
into three categories: sunny days, cloudy days, and rainy days according 
to the amount of cloud covering. 

Similar days are selected to find historical days with similar weather 
factors to the day to be predicted. The PV power of the similar days is 
taken as an input feature for the day to be predicted, and then the pre-
diction is trained [47]. 

2.3.2. Elman neural network 
The Elman neural network includes input layer, hidden layer, output 

layer, and context layer. Compared with BP neural network, there is an 
additional context layer, which can form local feedback and is a typical 
dynamic recurrent neural network [48]. The inclusion of this internal 
feedback makes the network have a memory function that can directly 
reflect the nonlinear and time-varying relationship between the PV 
output power and the impact factor. The structure of the Elman neural 
network used in this paper is shown in Fig. 3. 

2.4. VMD for PV power generation 

2.4.1. Mathematical model of VMD 
VMD is a method of non-recursive variational mode decomposition 

of non-smooth signals, which can optimize a signal composed of mul-
tiple frequencies into several intrinsic mode functions (IMFs) of finite 
bandwidth using alternating multiplier methods. VMD decomposes a 
complex signal into k discrete sub-modes with different center fre-
quencies. Each mode function converges around the center frequency ωk 
and estimates the bandwidth of the frequency-shifted signal based on its 
Gaussian smoothness, thus minimizing the sum of the estimated band-
widths of each sub-mode. 

If the original PV power PPV is decomposed by VMD, several IMFs 
will be obtained. The sum of each IMF plus the residual r is equal to the 
PPV. The mathematical model of the VMD algorithm process can be 
expressed by the constrained variational problem [26], as shown in Eq. 
(4): 

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min
{uk},{ωk}

{
∑

k

⃦
⃦
⃦
⃦∂t

[(

δ(t) +
j

πt

)

*uk(t)
]

e− jωk t
⃦
⃦
⃦
⃦

2

2

}

s.t.
∑

k
uk(t) = f (t)

(4)  

where ∂t denotes the partial derivative with time t, δ(t) is the Dirac delta 
distribution, {uk} denotes the mode set {u1,u2,……,uk}, ωk denotes the 
corresponding center frequency of the mode. 

The quadratic penalty and augmented Lagrange multiplier are 
introduced to solve the constrained variational problem. The calculation 
formula is as shown in Eq. (5): 

L({uk}, {ωk}, λ) = α
∑

k

⃦
⃦
⃦
⃦∂t

[(

δ(t) +
j

πt

)

*uk(t)
]

e− jωk t
⃦
⃦
⃦
⃦

2

2

+

⃦
⃦
⃦
⃦
⃦

f (t) −
∑

k
uk(t)

⃦
⃦
⃦
⃦
⃦

2

2

+

〈

λ(t) , f (t) −
∑

k
uk(t)

〉 (5)  

where α is the penalty factor and λ(t) is the Lagrange multiplier. 
The alternate direction method of multipliers (ADMM) is adopted to 

iteratively update uk
n+1, ωk

n+1, λk
n+1 to seek the optimal solution of Eq. (5). 

L
( {

un+1
k

}
,
{

ωn+1
k

}
, λn+1

k

)
= α

∑

k

⃦
⃦
⃦
⃦∂t

[(

δ(t) +
j

πt

)

*un+1
k (t)

]

e− jωn+1
k t

⃦
⃦
⃦
⃦

2

2

+

⃦
⃦
⃦
⃦
⃦

f (t) −
∑

k
un+1

k (t)

⃦
⃦
⃦
⃦
⃦

2

2

+

〈

λn+1
k (t) , f (t) −

∑

k
un+1

k (t)

〉 (6) 

By using Fourier isometric transform, Eq. (6) is updated from the 
time domain to frequency domain and transformed into the form of non- 
negative frequency interval integral to obtain the subsequence and 
corresponding center frequency as shown in Eqs. (7) and (8): 

ûn+1
k (ω) =

f̂ (ω) −
∑

i∕=k
ûi(ω) +

λ̂(ω)

2

1 + 2α(ω − ωk)
2 (7)  

ωn+1
k =

∫∞
0 ω|ûk(ω) |2dω
∫∞

0 |ûk(ω) |2dω
(8)  

where ûn+1
k (ω), ̂f (ω), ̂λ(ω), ûi(ω) are the Fourier transforms of uk

n+1(ω), f 
(ω), λ(ω) and ui(ω) respectively. 

The above iteration stops when the accuracy meets the requirement 
as shown in Eq. (9): 

Fig. 3. Elman neural network structure diagram.  
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∑

k

⃦
⃦ûn+1

k − ûn
k

⃦
⃦2

2

‖ûn
k‖

2
2

< ε (9)  

where ε is the given determination accuracy. 

2.4.2. Control flow of VMD algorithm 
The decomposition mode number k of the VMD algorithm is artifi-

cially determined and has great subjectivity. An unreasonable value of k 
can cause over-decomposition or under-decomposition of the original 
PV power, affecting the grid-connected effect. If the value of k is too 
small, the decomposed low-frequency signal will not meet the PV power 
fluctuation standard. If the value of k is too large, the HESS capacity will 
increase. The selection of grid-connected mode number k1 is based on 
the grid-connected PV power fluctuation standard after k is determined. 
If the value of k1 is too small, the capacity of HESS will increase. If the 
value of k1 is too large, it will lead to unsatisfactory suppression of the 
target power. 

Therefore, this paper proposes a self-adaptive VMD algorithm based 
on the active power variation requirement of the PV power station, 
which can determine the decomposition mode number k and the grid- 
connected mode number k1 independently. It ensures grid-connected 
efficiency while obtaining a good decomposition result. The State Grid 

PV grid-connection standard stipulates that the PV active power varia-
tion for 1 min shall not exceed 10 % of the installed capacity [49]. As-
sume that the grid-connected PV power after being suppressed by HESS 
is Pg, the calculation formula of its fluctuation rate is as shown in Eq. 
(10): 

R =
maxPg − minPg

Prated
× 100% (10)  

where maxPg is the maximum value of PV power over a period of time, 
minPg is the minimum value of PV power over a period of time, Prated is 
the installed PV capacity. 

The VMD algorithm process based on the PV power fluctuation 
standard is shown in Fig. 4. It mainly includes two phases: determining 
the number of decomposition mode k and determining the number of 
grid-connected mode k1, as follows: 

Step 1: Perform VMD with the decomposition mode number k = 1 of 
the original PV power to judge whether the sub-mode IMF1 plus the 
residual r meets the requirements of the PV grid-connected fluctua-
tion standard. 
Step 2: If IMF1+r meets the fluctuation standard, the original PV 
power is directly connected to the grid. 

Fig. 4. VMD process for self-adaptive determination of k and k1.  
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Step 3: If IMF1+r does not meet the fluctuation standard, set the 
decomposition mode number k = k + 1 and deepen the decompo-
sition cycle until it meets the fluctuation standard, then output k. 
Step 4: Initialize the grid-connected mode number k1 to 2, that is, 
connect the sub-modes IMF1 + IMF2+r to the grid and judge 
whether it meets the PV grid-connected fluctuation standard. 
Step 5: If Pg meets the fluctuation standard, then k1 = k1 + 1, until the 
fluctuation standard is not met, then output k1. 
Step 6: If Pg does not meet the fluctuation standard, output k1 = k1 −

1. The difference between the original PV power PPV and Pg is taken 
as the HESS power PHESS, waiting for the next allocation. 

3. HESS economic evaluation 

3.1. Frequency characteristics of energy storage components 

The working characteristics of lead‑carbon batteries and super-
capacitors are different. In order to facilitate the quantification of energy 
storage component characteristics and form a unified metric, the 
equivalent time (TET) is introduced [50], as shown in Eq. (11): 

TET =
Es

Pr
(11)  

where Es is the rated capacity of the energy storage component, Pr is the 
rated power of the energy storage component. 

TET is the time required to charge/discharge the energy storage 
component with rated power. The response time (TT) is the time 
required for a complete charge/discharge cycle of the energy storage 
component, which is twice the equivalent time, i.e. TT = 2TET. 

The charging and discharging response time suitable for the energy 
storage component means that the energy storage component has high 
working efficiency and small life loss when it is normally charged and 
discharged during this period of time. The response frequency ωT of the 
energy storage component is defined as shown in Eq. (12): 

ωT =
1

TT
(12) 

The response frequency and response time of the energy storage 
element are inversely proportional, and the response time is equal to 
twice the equivalent time. Therefore, energy storage element with large 
equivalent time is suitable for smoothing low frequency fluctuation, and 
energy storage element with small equivalent time is suitable for 
smoothing high frequency fluctuation. According to the characteristics 
of lead‑carbon batteries and supercapacitors, the response time is from 
minutes to hours for lead‑carbon batteries and milliseconds to minutes 
for supercapacitors [51]. Therefore, this paper uses the lead‑carbon 
batteries to respond to the low-frequency fluctuation and the super-
capacitors to respond to the high-frequency fluctuation. 

3.2. Hilbert marginal spectrum based on VMD 

From the principle of VMD and the determination of k and k1 
described in Section 3.1, it is assumed that the HESS power signal PHESS 
is decomposed into k − k1 intrinsic mode component uk by VMD [52], as 
shown in Eq. (13): 

PHESS =
∑k

k=k1+1
uk(t) (13) 

The Hilbert transform is performed on each mode component uk to 
obtain the instantaneous amplitude and frequency phase. Thus the 
Hilbert spectrum of each mode component is obtained according to the 
obtained instantaneous spectrum, as shown in Eq. (14): 

H(uk(t) ) =
1
π

∫+∞

− ∞

uk(τ)
t − τ dτ (14) 

According to Eq. (14), the analytic signal is constructed as Eq. (15) ~ 
Eq. (18): 

zk(t) = uk(t) + jH(uk(t) ) = αk(t)ejψk(t) (15)  

αk(t) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
uk

2(t) + H2(uk(t) )
√

(16)  

ψk(t) = arctan
H(uk(t) )

uk(t)
(17)  

ωk(t) =
dψk(t)

dt
(18)  

where αk(t) is the instantaneous amplitude, ψk(t) is the instantaneous 
phase, ωk(t) is the instantaneous frequency of each mode component. 
The real part of the analytic signal in polar coordinate form is used as the 
Hilbert amplitude spectrum to describe the variation of the signal 
amplitude with time and frequency, as shown in Eq. (19): 

H(ω, t) = Re

[
∑k

k=k1+1
αk(t)exp

(

j
∫

ωk(t)dt
)]

(19) 

The Hilbert marginal spectrum is obtained by integrating Eq. (19) in 
time, as shown in Eq. (20). Statistically speaking, the marginal spectrum 
can indicate the distribution of the cumulative energy amplitude of the 
entire set of data at each frequency point and has a high-frequency 
resolution. This characteristic can be used as the basis for the power 
allocation of the HESS. 

h(ω) =

∫+∞

− ∞

H(ω, t)dt (20)  

3.3. VHT applied to HESS capacity configuration 

VHT (VMD-Hilbert) is a signal processing method that adaptively 
combines VMD with Hilbert transform. Through time integration, the 
marginal spectrum of each IMF can be obtained. Statistically speaking, 
the marginal spectrum can indicate the distribution of the cumulative 
energy amplitude of the entire set of data at each frequency point and 
has a high-frequency resolution. This characteristic can be used as the 
basis for the power allocation of the HESS. 

Based on the physical properties of lead‑carbon batteries and 
supercapacitors, a suitable dividing frequency ωf should be found so that 
the mode IMFi and IMFi+1 adjacent to ωf are least mixed to achieve a 
reasonable power distribution within the HESS. Introduce the concept of 
signal energy. The signal energy method is a method that uses frequency 
to extract energy-based features from a signal [53]. The method is 
simple and quick to calculate. For a non-periodic signal, the instanta-
neous energy at a certain frequency is 

Ek = α2
k*ω2

k (21)  

where αk is the instantaneous amplitude, ωk is the instantaneous 
frequency. 

If two IMFs have distinct amplitudes, but same frequency, then the 
mixing energy is 

Emixing = α2
i*w2

mixing + α2
i+1*w2

mixing (22)  

where αi, αi+1 are instantaneous amplitudes corresponding to IMFi and 
IMFi+1 respectively, ωmixing is the frequency when IMFs mix. 

In order to separate the low-frequency fluctuation component of the 
lead‑carbon batteries and the high-frequency fluctuation component of 
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the supercapacitors with as little mixing as possible, the Emixing has to be 
as small as possible. The frequency corresponding to the minimum 
Emixing is the dividing frequency ωf between high and low frequencies. 
Therefore, reconstruct the mode functions lower than ωf and assign them 
to the lead‑carbon batteries, and reconstruct the mode functions higher 
than ωf and assign them to the supercapacitors, as shown in Eqs. (23) 
and (24): 

Pb =
∑f

i=k1+1
IMFi (23)  

Pc =
∑k

i=f+1
IMFi (24)  

3.4. HESS Economic Evaluation Model 

This paper balances the smoothing effect of HESS on PV power 
fluctuation with economics. After fully considering the economic ben-
efits in the process of HESS construction, operation, and maintenance, 
the HESS economic evaluation model is established. The lifecycle cost 
annualized model of HESS is calculated as shown in Eq. (25): 

CHESS = Ccap +Crep +Cmaint (25)    

(1) The initial investment cost of HESS is as shown in Eqs. (26) and 
(27): 

Ccap =
(
CbpPb +CbeEb +CcpPc +CceEc

)
γCRF (26)  

γCRF =
γ(1 + γ)Trt

(1 + γ)Trt − 1
(27)  

where Cbp and Cbe are the cost per unit power and cost per unit capacity 
of lead‑carbon batteries. Ccp and Cce are the cost per unit power and cost 

per unit capacity of the supercapacitors. Pb and Eb are the power and 
capacity of the lead‑carbon batteries. Pc and Ec are the power and ca-
pacity of the supercapacitors. γ is the discount rate of capital. Trt is the 
life cycle of HESS.  

(2) The replacement cost of HESS during the life cycle is as shown in 
Eq. (28): 

Crep =
[(

CbpPb +CbeEb
)
nb +

(
CcpPc +CceEc

)
nc

]
γCRF (28)  

where nb and nc are the replacement times of lead‑carbon batteries and 
supercapacitors in the life cycle. Set the replacement time of super-
capacitors to a fixed value according to experience. The number of 
lead‑carbon batteries replacements is shown in Eq. (29): 

nb = ceil
(
Trt

/
Tlifetime − 1

)
(29)  

where the function ceil(x) means to take the smallest integer not less 
than x.  

(3) The maintenance cost of HESS is as shown in Eq. (30): 

Cmaint = Cb maintEb +Cc maintEc (30)  

where Cb_maint and Cc_maint are the average annualized maintenance cost 
per unit capacity of lead‑carbon batteries and supercapacitors 
respectively. 

4. Example analysis 

To demonstrate the real application of the proposed method in this 
paper, the actual operation data of a PV power station with an installed 
capacity of 30 MW is taken as an example for analysis. The sampling 
interval is 5 min and the sampling duration is 12 h from 6:00 am to 6:00 
pm. This paper takes 10 %/5 min of the installed capacity as the 
smoothing target, which is more stringent than the State Grid PV grid- 
connection standard. 

(a) Comparison diagram on sunny days (b) Comparison diagram on cloudy days

(c) Comparison diagram on rainy days

Fig. 5. Comparison diagram of actual PV power and predicted PV power.  
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4.1. PV power prediction case analysis 

Select the actual operational and meteorological data (5-minute 
active power, total irradiance, scattered irradiance, temperature, and 
humidity) of the PV power station. Similar days are selected and the 
Elman neural network is used for the case analysis. 

The root mean square error (RMSE) and mean absolute percentage 
error (MAPE) are selected to evaluate the PV power prediction results 
[54], as shown in Eqs. (31) and (32): 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑

n

(
Pi − P*

i

)2
√

(31)  

MAPE =
1
n
∑

n

⃒
⃒
⃒
⃒
Pi − P*

i

Pi

⃒
⃒
⃒
⃒ (32)  

where Pi is the actual PV power, Pi* is the predicted PV power, n is the 
amount of data. 

The comparison of the actual and predicted values of PV power in the 
three weather conditions is shown in Fig. 5. As can be seen from Fig. 5, 

Elman neural network model exhibits good prediction results. 
The error statistics in different weather conditions are shown in 

Table 3. 
As can be seen from Table 4, RMSE is within 1 MW and MAPE is 

within 13 % for all three weather conditions. On sunny days, the power 
changes gently and evenly, without sudden changes, so the prediction 
accuracy is the highest. Cloudy days and rainy days are less accurate 
than sunny days due to unstable weather conditions. In general, the 
prediction results are good in three weather conditions. 

4.2. VMD of the original PV power in different weather conditions 

The purpose of this paper is to configure energy storage for PV power 
station to smooth PV power fluctuation. The energy storage configura-
tion scheme based on the worst scenario (i.e., the situation with the 
largest PV power fluctuation) can meet the energy storage requirements 
for various PV output scenarios. In order to verify the effectiveness of the 
proposed energy storage configuration strategy, this paper selects the PV 
power curves with maximum fluctuation in three typical weather con-
ditions: sunny days, cloudy days, and rainy days. The original PV power 
curves in three weather conditions are shown in Fig. 6. 

By performing self-adaptive VMD of the original PV power, the grid- 
connected PV power that meets the fluctuation standard can be ob-
tained. The original PV power is decomposed by VMD into the corre-
sponding IMFs and r, as shown in Fig. 7. 

From Fig. 7, it can be seen that the decomposition mode number k 
differs in different weather conditions. The values of k and k1 in different 
weather conditions are shown in Table 4. On sunny days, light condi-
tions change smoothly, the PV power changes less frequently. Through 
VMD of the original PV power, k = 4 and k1 = 2 can be obtained so as to 
meet the fluctuation standard of grid-connected PV power. On cloudy 
days, the PV power changes more frequently and dramatically due to 
frequently changing meteorological factors such as cloud movement, k 
= 5 and k1 = 1 can be obtained. On rainy days, the overall power 
generated is not high due to insufficient light conditions, the PV power 
changes less frequently, k = 3 and k1 = 1 can be obtained. Each IMF has 

Table 3 
The error statistics in different weather conditions.  

Weather condition RMSE/MW MAPE/% 

Sunny days  0.65  6.22 
Cloudy days  0.92  12.71 
Rainy days  0.61  11.92  

Table 4 
The values of k and k1 in different weather conditions.  

Weather condition k k1 

Sunny days  4  2 
Cloudy days  5  1 
Rainy days  3  1  

(a) Original PV power on sunny days (b) Original PV power on cloudy days

(c) Original PV power on rainy days

Fig. 6. Original PV power in different weather conditions.  
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different fluctuations. IMF1 is a smooth curve without multiple peaks 
and valleys. The fluctuation of the mode components increases with the 
increase of the sub-mode order and the number of peaks and valleys also 
increases. 

4.3. Analysis of PV power fluctuation smoothing effect 

Compare the grid-connected PV power with the original PV power in 
three weather conditions, the result is shown in Fig. 8. As can be seen in 
Fig. 8, the grid-connected power curve is relatively smooth after VMD, 
which can characterize the overall trend of the original power signal. 
Relative to the original PV power, after the HESS compensation, grid- 
connected PV power fluctuation has significantly reduced, reflecting 
the effect of the HESS to smooth the PV power fluctuation. When the 
original PV power rises suddenly, the HESS absorbs energy to slow down 

the rise in power, when the original PV power falls suddenly, the HESS 
releases energy to slow down the fall in power, thus reducing the fluc-
tuation of the PV power. Taking sunny days for example, if the self- 
adaptive VMD algorithm is not used, then k1 = 1. Compare the HESS 
power with different k1 on sunny days, the result is shown in Fig. 9. The 
power taken up by the HESS is 5.07 MW for k1 = 1 and 4.19 MW for k1 =

2, a reduction of 17.36 %. This shows that the optimization of k1 satisfies 
the PV power fluctuation rate requirement and reduces the HESS ca-
pacity configuration. 

Fig. 10 shows the 5 min PV power fluctuation rate curve before and 
after smoothing. It can be seen that the original PV power fluctuates 
frequently, the maximum fluctuation rate on sunny, cloudy, and rainy 
days are 16.50 %/5 min, 30.49 %/5 min, and 17.69 %/5 min respec-
tively. The maximum fluctuation rate is higher than the upper limit of 
10 %/5 min grid-connected fluctuation rate standard in all three 

(a) Variational mode decomposition results on sunny days

(b) Variational mode decomposition results on cloudy days

(c) Variational mode decomposition results on rainy days

Fig. 7. Variational mode decomposition results.  
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weather conditions. After the original PV power is smoothed by the 
HESS, the fluctuation rate of grid-connected PV power drops signifi-
cantly. The maximum fluctuation rate of grid-connected PV power after 
self-adaptive VMD in three weather conditions are 9.68 %/5 min, 9.49 
%/5 min, and 8.19 %/5 min, which meet the PV grid-connected fluc-
tuation standard. Thus, the effectiveness of the smoothing strategy is 
verified. 

The simulation results show that the self-adaptive VMD algorithm 
proposed in this paper can independently select k and k1 according to 
different PV output characteristics, which overcomes the shortcomings 
of the existing VMD algorithm such as poor self-adaptive ability and 
avoids over-decomposition or under-decomposition caused by subjec-
tively setting the decomposition scale. Meanwhile, the self-adaptive 
determination of k1 maximizes the grid-connected PV power while 
meeting the grid-connected fluctuation rate standard, overcoming the 

disadvantages of the existing VMD algorithm scenarios such as poor 
adaptive capability, significantly enhance the applicability of such 
method. Moreover, the smoothing effect of this paper is also better than 
that of the EMD algorithm [55]. 

4.4. HESS power distribution analysis 

The following analysis is for the cloudy days with the largest PV 
power fluctuation rate. The role of HESS in PV power smoothing is to 
compensate the difference power between original PV power and grid- 
connected PV power (total power of IMF2 ~ IMF5). IMF2 ~ IMF5 is 
assigned to HESS to compensate. The output power of HESS is shown in 
Fig. 11. 

The VMD-Hilbert method is used to decompose the HESS power. As 
shown in Fig. 12, the marginal spectrum is obtained by integrating the 

(a) Comparison diagram on sunny days (b) Comparison diagram on cloudy days

(c) Comparison diagram on rainy days

Fig. 8. Comparison diagram of original PV power and grid-connected PV power.  

Fig. 9. Comparison diagram of HESS power with different k1 on sunny days.  

G. Xiao et al.                                                                                                                                                                                                                                    



Journal of Energy Storage 55 (2022) 105509

12

time based on the VHT method. This method can separate the signals of 
different frequencies and distinguish the high and low frequencies for 
power distribution to the HESS. The dividing frequency corresponding 
to the smallest mode mixing energy is calculated to be 2 × 10− 3Hz. 
Therefore, 2 × 10− 3Hz is chosen as the charge/discharge response fre-
quency divider for lead‑carbon batteries and supercapacitors, which 
corresponds to a response time of 500 s. The signal above this frequency 
dividing point is assigned to the supercapacitors, while the signal below 
this frequency dividing point is assigned to the lead‑carbon batteries. 
That is, IMF2 ~ IMF3 are assigned to lead‑carbon batteries and IMF4 ~ 
IMF5 are assigned to supercapacitors. Such a distribution satisfies the 
charge/discharge response frequencies of lead‑carbon batteries and the 
supercapacitors. The power distribution of lead‑carbon batteries and 
supercapacitors is shown in Fig. 13. From Fig. 13, it can be seen that the 
lead‑carbon battery with higher energy density bears lower power 

frequency and longer charging and discharging durations. The super-
capacitor with higher responsiveness assumes higher power frequency, 
the charge and discharge states change rapidly. The power distribution 
is consistent with the response characteristics of lead‑carbon batteries 
and supercapacitors. 

4.5. Calculation of HESS life cycle annualized cost 

In order to compare the capacity configuration of self-adaptive VMD 
and EMD for HESS and the economic advantages of HESS compared with 
a single lead‑carbon battery energy storage system, three configuration 
schemes are selected. Scheme 1 is a single lead‑carbon battery energy 
storage system, Scheme 2 is a HESS based on the EMD, Scheme 3 is a 
HESS based on the self-adaptive VMD. The related parameters of HESS 
capacity programming are shown in Table 5. The comparison of 

(a) Comparison diagram on sunny days (b) Comparison diagram on cloudy days

(c) Comparison diagram on rainy days

Fig. 10. Comparison diagram of original PV power and grid-connected PV power fluctuation rate.  

Fig. 11. Output power of HESS on cloudy days.  
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calculative results among three energy storage configuration schemes is 
shown in Table 6. 

To verify the effectiveness of the HESS compared to a single 
lead‑carbon battery energy storage system, Scheme 1 and Scheme 3 are 
selected for analysis. From Table 6, it can be seen that the power and 
capacity configurations of energy storage can be reduced by using HESS. 
The capacity configuration of lead‑carbon battery storage in HESS is 
reduced by 24.36 % and the power configuration is reduced by 41.72 % 
relative to single lead‑carbon battery storage; the annualized cost of 
HESS is reduced by 47.15 % relative to single lead‑carbon battery 
storage system. This is because Scheme 1 only has lead‑carbon batteries 
installed in the energy storage system to smooth PV power fluctuation. 

The batteries need to be charged and discharged frequently. They have a 
service life of 2.93 years, so they need to be replaced 6 times during their 
life cycle. When the HESS based on self-adaptive VMD proposed in this 
paper is used, the service life of lead‑carbon batteries is 5.22 years and 
they only need to be replaced 3 times during their life cycle. The ability 
of the HESS to effectively extend the service life of the lead‑carbon 
battery is the main influence factor for the annualized cost reduction. 

To verify the effectiveness of self-adaptive VMD compared to EMD, 
Scheme 2 and Scheme 3 are selected for analysis. From Table 6, it can be 
seen that compared to EMD, self-adaptive VMD can reduce the capacity 
and power configuration of the HESS. The capacity configuration of 

Fig. 12. Marginal spectrum obtained by VHT on cloudy days.  

Fig. 13. Internal power distribution of HESS on cloudy days.  

Table 5 
Related parameters of HESS capacity programming.  

Parameters Unit Lead‑carbon 
battery 

Supercapacitor 

Power unit price USD/MW 437,000 218,000 
Capacity unit price USD/ 

MWh 
93,600 4,214,700 

Annualized maintenance 
cost 

USD/ 
MWh 

7,800 7,800 

SOC threshold – 0.3–0.8 0.1–0.9 
Discount rate of funds – 0.05 
Lifecycle a 20  

Table 6 
Comparison of calculative results among three energy storage configuration 
schemes.  

Parameters Unit Scheme 
1 

Scheme 
2 

Scheme 
3 

Eb MWh  1.56  1.43  1.18 
Pb MW  4.89  3.14  2.85 
Ec MWh  –  0.23  0.17 
Pc MW  –  3.82  3.41 
Lead‑carbon battery service life a  2.93  4.76  5.22 
Annualized cost of energy 

storage system 
1,000 
USD  

651.39  458.32  344.26  
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lead‑carbon batteries decreased by 17.48 % and the power configura-
tion decreased by 9.24 %; They have a service life of 4.76 years, so they 
need to be replaced 4 times during their life cycle. The capacity 
configuration of supercapacitors decreased by 26.09 % and the power 
configuration decreased by 10.73 %.The annualized cost of self-adaptive 
VMD is reduced by 24.89 % compared to EMD. This is because the self- 
adaptive VMD avoids the mode mixing problem caused by EMD and 
makes full use of the complementary characteristics of the lead‑carbon 
batteries and supercapacitors when configuring HESS capacity, thus 
reducing the annualized cost. 

In summary, compared with the other schemes, the configuration 
method of Scheme 3 based on self-adaptive VMD proposed in this paper 
has the smallest comprehensive configuration capacity, the longest 
service life of lead‑carbon batteries, the smallest annualized cost, and 
the best comprehensive economic benefits. The scheme can provide a 
reference for the practical PV stabilization strategy formulation. 

5. Conclusion 

The HESS has been widely studied and applied worldwide for 
smoothing PV power fluctuation to enable stable grid operation. How-
ever, the algorithms currently used in HESS are not effective in 
smoothing PV power fluctuation and are less economical, which is 
considered as one of their main drawbacks. This paper proposes a HESS 
smoothing PV power fluctuation method based on self-adaptive VMD. 
The main work and conclusions are as follows: 

The self-adaptive VMD method proposed in this paper can determine 
the smoothing strategy according to different weather conditions. The 
decomposition mode number of the VMD and the grid-connected mode 
number are effectively determined under the premise of ensuring the 
maximum PV power fluctuation rate limit. With this algorithm, the 
excessive capacity of HESS is avoided, thus realizing the self- 
adaptability of smoothing PV power fluctuation. 

Smoothing PV power fluctuation requires accurate PV power pre-
diction. In this paper, a PV power prediction method is proposed. In all 
three weather conditions, RMSE is within 1 MW and MAPE is within 13 
%, indicating good prediction results. 

In order to give full play to the advantages of lead‑carbon batteries 
and supercapacitors, VMD-Hilbert is used to decompose the HESS 
power. A method to determine the dividing frequency based on the 
minimum mode mixing energy is proposed, so that the frequency 
dividing point is determined by the marginal spectrum. The HESS power 
is divided into high-frequency and low-frequency parts and used as the 
power of the lead‑carbon batteries and supercapacitors to obtain the 
energy storage capacity configuration. The reasonable allocation of ca-
pacity can extend the service life of HESS while meeting the PV grid- 
connected fluctuation standard. 

HESS economic evaluation model is established and HESS life cycle 
annualized cost is analyzed. The results indicate that the maximum 
value of 5 min power fluctuation rate in different weather conditions 
after VMD is 9.68 %, 9.49 %, and 8.19 % respectively, which meets the 
PV grid-connected fluctuation standard. Due to the optimization of k1, 
the power of HESS can be reduced by 17.36 % on sunny days compared 
to the conventional VMD. The HESS life cycle annualized cost in the 
maximum fluctuation weather condition with the application of self- 
adaptive VMD is 344,264 US dollars, which decreases 24.89 % 
compared with EMD. 
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