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a b s t r a c t

Solar air Brayton cycle is a promising option to adjust the renewable power fluctuation due to its quick
load regulation capacity. For the successful design and deployment of the solar air Brayton cycle system,
the dynamic operation performance of solar collectors under real operating conditions are of great
importance. In this study, experiments of a solar collector consisting of the heliostat field and the air
receiver are carried out. Based on the experimental investigation of the operating characteristics for the
solar collector, a dynamic model is further developed and well-validated to couple the heliostat field and
air receiver. The dynamic performance of the air receiver is studied with various factors, including the
DNI change and the receiver heat capacity. The results show that the receiver outlet temperature can
reach up to 882 �C with a pressure loss of 7.10 kPa and a thermal power of 132 kW during the experi-
ment. Two operation strategies of the air receiver are compared by carrying out the intraday simulation
and the constant-outlet-temperature control strategy is more suitable for fast start-up. The method
developed in this paper can serve as an efficient tool for the understanding, design and optimization of
solar collectors.

© 2022 Elsevier Ltd. All rights reserved.
1. Introduction

Concentrated Solar Power (CSP) technologies, including the
solar trough, linear Fresnel and solar tower are capable to provide
stable electricity when coupled with large-scale thermal energy
storage devices [1]. Among the CSP systems, the solar tower is
especially attractive due to its high concentration ratio of up to
1000 suns [2]. A solar tower can be combined with the gas turbine
(solar air Brayton cycle) or the supercritical CO2 Brayton cycle (solar
s-CO2 Brayton cycle) to enable high efficiency for solar thermal
power generation [3]. Due to the high-temperature requirement
(usually >800 �C) of the pressured air in the solar air Brayton cycle,
the dynamic operation performance of the heliostat field and the
receiver of the solar tower system is thus needed for its control
strategy development [4].

In recent decades, the measurement of concentrating perfor-
mance of the heliostat field has been attracting growing attention.
iao).
In 2002, Ballestrin [5] proposed a direct heat flux measurement
system to detect the concentrated solar power at Plataforma Solar
de Almeria (PSA) with high accuracy. Then in 2013, Salome et al. [6]
used a high-resolution CCD camera and a diffuse target to detect
the concentrated solar flux distribution at THEMIS solar tower. In
2018, Ortega et al. [7] used a Kendall radiometer and a calibration
panel to measure the incident power on the solar receiver in Sandia
National Labs. It realized the online measurement of the thermal
power of incident solar radiation to the receiver. Apart from the
experiments, heliostat field simulation mainly includes two
methods, namely the Monte Carlo ray-tracing (MCRT) method and
the analytical method. TheMonte Carlo ray-tracingmethod, such as
MIRVAL [8], SolTrace [9], Tonatiuh [10], are accurate with a suffi-
cient number of cast rays, which is computationally expensive in
the case of a large heliostat field. The analytical method, such as
Helios [11], UNIZAR [12], HFLCAL [13], can save computational time
while the results need validation if possible. In 2015, Alberto et al.
[14] developed an analytical method based on the UNIZAR model
which was validated by PSA measurements and SolTrace software.
This method coupled with the projection method could be used for
flat plate and multi-panel cylindrical receiver. In 2018, Collado et al.
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Fig. 1. Qingshanhu solar tower research center of zhejiang university of China [35].
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[15] also proposed a fast and reliable model of flux distribution on
the cylindrical receiver based on the HFLCAL model. The flux dis-
tribution on the cylindrical receiver obtained by the above methods
can be adopted as the boundary condition of solar receivers [16]
and used for the optimization of heliostat field layouts [17] and
aiming strategies [18].

Solar air receiver is a key component that transfers concentrated
solar radiation into the thermal energy of working fluid [19]. There
are two kinds of solar air receivers, namely the volumetric receiver
and the tubular receiver [20]. A volumetric air receiver usually
employs SiC foam ceramics as the absorber and can heat the air to
exceed 1200 �C [21]. However, a quartz window is always needed to
work as a pressure seal, causing extra problems [22]. On the other
hand, the tubular air receiver surfers from low tube temperature
(usually <1000 �C) due to the limitation of metal properties. During
the year 2006 and 2010, the SOLHYCO project adopted an air
receiver that includes 40 straight tubes with a length of 2.5 m [23],
inwhich the air temperaturewas heated from 600 �C to 782 �Cwith
a pressure loss of 7.00 kPa and an efficiency of about 40%. In 2016,
the SOLUGAS project employed a 10-panel straight-tube solar air
receiver with a length of 5 m and an inner diameter of 19.6 mm
[24], reaching an annual thermal efficiency of 73% with a pressure
loss of 2.25%. The outlet temperature of the receiver was around
720 �C. The previous projects SOLHYCO and SOLUGAS demonstrate
the technical feasibility of the solar Brayton technology with
tubular air receivers by experiments. These two projects also pro-
vide the design andmanufacture standards for tubular air receivers.
In 2018, a novel bladed receiver was designed and tested by Sandia
National Laboratories [25], where the air temperature was up to
500 �C with an efficiency exceeding 50% and a high pressure loss of
10%. Apart from experiments, numerical models of solar receivers
can be divided into the detailed model and the simplified model.
The detailed model is based on CFD tools, such as ANSYS Fluent, for
steady-state analysis and optimization. In 2017, Zou et al. [26] put
forward a 3D numerical model with ANSYS 17.0 for a cavity receiver
to study the effects of geometric parameters on thermal perfor-
mance. It provides an example to design a cavity receiver. In 2018,
Uzair et al. [27] built a numerical model on a cavity receiver using
ANSYS CFX to estimate the convective heat losses. Despite the ac-
curate analysis of the geometry's influence on the heat loss process,
the detailed models cost too much computational time, thus not
feasible for the on-site analysis of the dynamic performance. The
simplified model can be developed based on Matlab/Simulink or
Dymola, thus is suitable for dynamic performance analysis of re-
ceivers. Xu et al. [28] put forward a 3D transient model of the solar
receiver tube to investigate its transient thermal performance, in
which the heat transfer inside the receiver tubes and the convective
heat losses were calculated by empirical correlations. Samanes
et al. [29] also developed a transient model of solar cavity receiver
and managed to develop a good control strategy, with which the
outlet temperature was maintained stable.

Apart from the above studies that solely focus on the heliostat
field or the solar receiver, Xiao et al. [30] integrated the two parts in
a comprehensivemodel using theMCRTmethod and Finite Volume
Method (FVM) for a cylindrical cavity receiver in a parabolic dish.
Sara [31] further developed an optical-thermal model of a parabolic
dish with a cylindrical cavity receiver using SolTrace software and
ANSYS Fluent. Pavlovic [32] carried out the experimental and nu-
merical investigation on a solar collector combined with solar
parabolic dish and cavity receiver. Bellos [33] developed an optical
and thermal model of cavity receiver for solar dish concentrators.
Zhou [34] also put forward a model for a spherical cavity receiver
with a parabolic dish. However, the developed models form pre-
vious works are all steady-state models with parabolic dishes. It is
noted that a solar dish is simple for simulation, while a heliostat
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field is much complex and practical. Thus, it is essential to develop a
dynamic model based on a real heliostat field and solar receiver,
which would be used to investigate the dynamic performance of a
solar collector system after careful validation and be employed to
check and optimize control strategies.

To fill this research gap, both experimental and simulated
methods are adopted to measure and predict the flux density dis-
tribution of the heliostat field and the dynamic characteristics of
the solar receiver at various operating conditions. HFCAL method
and quasi-2D approach are used for the development of heliostat
field and solar receiver sub-models, respectively. Relative errors
and root mean square error (RMSE) between the model results and
experimental data are calculated to evaluate the model accuracy.
Guided by the validated model, different operation strategies of the
air receiver for the applications in solar thermal power systems are
compared and the optimization results are performed. This study
can guide the solar tower collector system design of the solar
Brayton cycle system.

2. Experimental platform

The experiments are conducted in Qingshanhu Solar Tower
Research Center of Zhejiang University of China, as shown in Fig. 1.
The research center consists of a solar tower and a heliostat field.
The height of the solar tower is 45m, and the heliostat field has 100
mirrors of 19.5 m2, whose reflectivity is 0.94 and surface clearness
is 0.95 (supplied by manufacturer).

2.1. Measurement system for flux density distribution

The measurement system for flux density distribution consists
of a CCD camera and a Lambertian target plane (shown in Fig. 2).
The concentrated solar energy is projected on the target plane, and
the grayscale image of flux density distribution is captured by the
CCD camera, which is transformed to the relative flux density dis-
tribution [36]. There is awater-cooled heat flux gauge placed on the
target plane to measure the solar radiation intensity of the refer-
ence point which is not very close to the center of the Lambert
target plane. Then, the flux density distribution of the whole target
plane can be mapped by comparing the reference point value.

2.2. Experimental system for air receiver

The air receiver is mounted at the topwindowof the solar tower,
and Fig. 3 (a) shows the schematic and photographs of the



Fig. 2. The experiment of flux density distribution measurement.
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experiment system. There is a compressor to supply compressed
air, a flowmeter at the receiver inlet to measure the mass flow rate,
and a valve at the receiver outlet to control the air pressure. Ther-
mocouples and pressure sensors are arranged at the receiver inlet
and outlet. The direct normal irradiance (DNI) is measured by a
direct radiation meter.

A cavity air receiver which is shown in Fig. 3 (b) is adopted here
due to its lower radiation heat loss compared to the external
receiver [37]. The cold air flows through the receiver inlet to the
inlet header at the bottom of receiver and flows through the pri-
mary heating tubes near the aperture. Then the heated air is mixed
in connection header. Finally, the air flows through the secondary
heating tubes near insulation and flows out of the receiver through
the receiver outlet. The spacing between the adjacent primary
heating tubes is about 20 mme30 mm to ensure leaving enough
space for secondary heating tubes absorbing solar radiation.

The designed thermal power of the receiver is 120 kWth. There
are three headers for connecting receiver tubes. The inner diameter
of the header tube is 113 mm with a thickness of 10 mm. The
aperture diameter of the receiver is 800 mm, the outer diameter is
1200 mm with a height of 1244 mm. The cavity receiver is titled
downwards at ∅ ¼ 27�. The receiver tube is made of Inconel 625
with an inner diameter of 12 mm and its thickness is 2.0 mm. The
reflectivity of the receiver tube is about 0.124 [38].
3. Dynamic model development

3.1. Simulation on the flux density distribution

The flux density distribution simulation determines how much
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solar energy is incident on the receiver, which is the boundary
condition for solar receiver simulation.

An analytical method is adopted in flux density distribution
simulation due to its fast computation speed here. The flux density
distribution of each mirror on the receiver aperture plane is
calculated using the HFLCAL model with a circular normal distri-
bution. Then, it can be projected to the receiver cavity. The flux
density distribution on the receiver aperture plane of one mirror
can be calculated [6]:

FLUXmðx; yÞ¼ Powm

2,p,s2m
,e

�ððx�xAPÞ2þðy�yAPÞ2Þ
2,s2m (1)

where Powm is the total solar power reflected by the mirror; sm is
the effective deviation and (xAP ; yAP) is the coordinate of the ray
reflected by the mirror center on the receiver aperture plane. Powm

can be expressed:

Powm¼ ID,Am,hs&b,fat,bm,cos u (2)

where ID is the DNI, Am is the mirror area, hs&b is the shading and
blocking efficiency of the mirror, fat is the atmospheric attenuation
factor, bm is the mirror reflectivity and cos u is the cosine efficiency
of the mirror. The effective deviation (sm) is the convolution of the
four errors, namely the sun shape error (ssun), the beam quality
error (sbq), the astigmatic error (sast) and the tracking error (st).
The effective deviation can be calculated [39]:



Fig. 3. Experiment system of air receiver.
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sm ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2,

�
s2sun þ s2bq þ s2ast þ s2t

�r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos rec

p (3)

where D is the distance between the mirror center and the aim
point, cos rec is the cosine of the angle between the ray reflected by
the mirror center and the normal to the receiver aperture plane.

Fig. 4 shows the coordinate systems when simulating the flux
density distribution. There are three system coordinates: the global
coordinate, the heliostat coordinate and the receiver coordinate.
The flux density distribution simulation is completed through these
coordinate systems and coordinate transformation.

The flux density distribution inside the receiver cavity can be
calculated through the projection method [14] based on the flux
density distribution on the receiver aperture. The receiver cavity is
discretized into several nodes before projection calculation. Then
each node is projected into the receiver aperture plane along the
opposite direction of the ray reflected from each mirror center.
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Finally, the projection nodes within the receiver aperture are
calculated. In this way, the solar flux density distribution on the
receiver cavity is calculated. To simplify the model calculation, the
ray reflection inside the receiver cavity is ignored. Then, the solar
flux density distribution on the receiver cavity is set as the
boundary condition for receiver simulation.

The shading and blocking of the adjacent mirrors cause some
energy loss of the heliostat field. The shading loss occurs when the
incoming solar radiation is obstructed by the adjacent mirrors,
while the blocking loss occurs when the reflected rays from one
mirror are blocked by the nearby mirrors from reaching the
receiver. In Fig. 5, the first two mirrors with the highest potential
for shadowing (red circles in Fig. 5) are selected for further inves-
tigation. Similarly, the mirrors in blue circles have the highest po-
tential for blocking [40].

For shading and blocking efficiency calculation, the potential
shadowing and blocking mirrors are projected into the aim mirror
plane along the incoming solar radiation direction or the reflected
ray direction. Then the overlap area among the shadows of the



Fig. 4. The coordinate systems for modeling flux density distribution.

Fig. 5. The diagram to identify the potential shadowing and blocking mirrors.

Fig. 6. The energy flow distribution of the air receiver.
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adjacent mirrors and the aim mirror is calculated. In this way, the
shading efficiency and the blocking efficiency of the heliostat field
can be obtained.
3.2. Air receiver model

There are two main thermal losses in cavity air receiver, namely
the heat losses through the receiver aperture and the insulation
layer, as shown in Fig. 6. The heat loss through the receiver aperture
Qape consists of the reflection loss Qref , convection heat loss Qcon ape

and radiation heat loss Qrad, while the heat loss through the insu-
lation layer is mainly the convection heat loss Qcon ins.

For simplification, the effect of wind is not considered in the
receiver model. The energy conservation equation of the air
receiver can be expressed:

Qtot ¼ Qabs þ Qape þ Qins
¼ Qabs þ Qref þ Qrad þ Qcon ape þ Qcon ins

(4)

where Qtot is the total solar energy incident to the receiver aperture
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which can be determined by the heliostat field simulation, Qabs is
the thermal energy absorbed by the working fluid, Qape is the heat
loss through the receiver aperture and Qins is the heat loss through
the insulation layer.

The reflection loss through the receiver aperture Qref can be
calculated using the reflectivity of the receiver cavity which can be
expressed:

bref ¼1� ε

1� ð1� εÞ,�1� Aape
�
Acav

� (5)

In Eq. (5), ε is the emissivity of the receiver cavity, Aape is the
receiver aperture area, Acav is the receiver cavity area.

The receiver radiation heat loss Qrad through the receiver
aperture is calculated using the view factors instead of the empir-
ical equations. Here, the view factors between the receiver cavity
wall and the receiver aperture are calculated. The receiver dis-
cretization is shown in Fig. 7 (a), the receiver cavity and aperture
are discretized for radiation heat loss calculation. The definition of
view-factor is shown in Fig. 7 (b) and the calculation of view-factor
from surface a to surface b can be expressed:

Fab ¼
cosðaaÞ,cosðabÞ

p,D2
ab

,dAb (6)

Where aa and ab are the respective tilting relative to the line of
centers of two surfaces. Then the radiation heat loss from surface a
to surface b (Qrad ab) is calculated as Eq. (7). In this way, the radi-
ation heat loss from the receiver cavity to receiver aperture can be
determined.

Qrad ab ¼ Fab , ε ,4 ,
�
ðTa þ 273:15Þ4 �ðTb þ 273:15Þ4

�
,dAa

(7)

where 4 is Stefan-Boltzmann constant.
Different empirical equations are adopted for the convection

heat loss calculation through receiver aperture. These correlations
are shown in Table 1.



Fig. 7. Receiver discretization and view-factor definition for radiation model.
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The convection heat loss through receiver aperture Qcon ape is
shown in Eq. (8), where hcon is the convective heat transfer coef-
ficient, Tcav is the cavity temperature and Tamb is the ambient
temperature. The convection heat loss through the insulation layer
can be calculated the same way.

Qcon ape ¼hcon,Acav,ðTcav � TambÞ (8)

For the calculation of thermal energy absorbed by the working
fluid, a quasi-2D approach is adopted in the receiver heat transfer
calculation among the receiver tube, working fluid and insulation
layer (shown in Fig. 8). There are four calculation zones in the
receiver heat transfer model. Zone 0 represents the receiver tube
wall that is exposed to solar irradiation. Zone 1 represents the
working fluid that absorbs the solar energy transferred from zone 0.
Zone 2 is the receiver tube wall which is unexposed to solar irra-
diation. Zone 3 is the insulation layer.

Each zone is divided into several calculation units, the energy
conservation equation of each zone can be expressed as:
Table 1
The correlations for convection heat loss calculation.

Equation name Correlations for heat transfer coefficient ca
number calculation

Siebers and Kraabel (SK for short) 1984
[41] hcon ¼ 0:81,ðTcav � TambÞ0:426,

�Atot

Aup

�
,

	
Alo

Ato

Stine and McDonald (SM for short) 1989
[42] Nucon ¼ 0:088,Gr1=3,

� Tcavþ273:15
Tambþ273:15

�0:18

,ð

s ¼ 1:12� 0:98,
�Dape

Lcav

�

Paitoonsurikarn and Lovegrove (PL for
short) 2006 [43]

Nucon ¼ 0:0196,Ra0:41L ,Pr0:13 ¼ h,Ls
k

Ls ¼






P3

i¼1ai ,cosð4þ jiÞbi ,Li








951
v
�
r,cp,T,A

�
vt

þ v
�
m,cp,T

�
vx

¼ q
Dx

j¼1 (9)

vðM,cv,TÞ
vt

¼ q j¼0;2;3 (10)

where M is the mass of each solid unit, q is the heat transfer among
lculation or Nusselt Illustrations

w

t

�0:63 Tcav-the average cavity temperature
Tamb-the ambient temperature
Atot-the total cavity surface area
Aup-the cavity surface area of the upper lip
Alow-the cavity surface area of the lower lip

cos 4Þ2:47,
�Dape

Lcav

�s ∅-the cavity inclination
Dape-the diameter of the receiver aperture
Lcav-the length of the receiver cavity

ai , bi , Ji-the constants for the evaluation of the ensemble
cavity length scale
Ls-the cavity length scale
L1-the cavity diameter
L2-the cavity length
L3-the aperture diameter
∅-the cavity inclination
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the adjacent units. The forced convection heat transfer between
working fluid and stainless-steel pipe is calculated according to the
Gnielinski equation [44]. The air property functions adopted in the
receiver model are from the library REFPROP. In this way, the
thermal energy absorbed by the working fluid and the heat loss
through the insulation layer can be calculated. For pressure loss
calculation, the pressure loss along the path is calculated through
Darcy formula while the local pressure loss is calculated through
empirical formula [45].

4. Results and discussions

4.1. Flux density distribution of heliostat field

There is a total of 52mirrors tested in the heliostat field. The flux
density distribution simulation of each case is carried out according
to the experimental conditions. Then, the simulation and the
experiment results are compared to validate the heliostat field
model. The parameters for comparison are the maximum flux
density and the total energy collected on the Lambert plate. The
comparison results are shown in Fig. 9.

The simulated flux density distribution is more regular than the
experiment result. For 7 mirrors, the relative errors of the
maximum flux density and the total collected solar energy between
experiment and simulation results are 1.09% and 5.23%. For 52
mirrors, these two values are 3.81% and 3.05%, respectively. In this
case, the maximum flux density of the experiment is 388 kW/m2

when DNI is 750W/m2. The simulation values of the maximum flux
density and the total collected solar energy on the Lambert plate
are a little higher than the experiment values. Generally, this study
shows that the heliostat field model is validated well.

4.2. Operation performance of air receiver

4.2.1. Steady performance
This part presents the steady performance of the air receiver.

The experiment data shown in Table 2 is the average value within
10 min for each case. The solar energy incident to the receiver
aperture is determined by the heliostat field model.

The thermal efficiency of the air receiver is related to the
receiver outlet temperature and air mass flow rate. According to
cases 1, 2 and 5, the receiver outlet temperatures are all around
(a) Comparison result of 7 mirrors

Fig. 9. Comparison results of flux density distribution betwee
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880 �C. When the mass flow rate increases from 0.1064 kg/s to
0.1426 kg/s, the receiver absorbs much more solar energy, thus the
thermal efficiency increases from 63.3% to 67.3%.

According to cases 3 and 4, when the air mass flow rate is
similar, the higher receiver outlet temperature leads to higher air
velocity and higher receiver tube temperature thus causing a
higher heat loss and a lower thermal efficiency. It is the same
tendency between cases 5 and 6.

The receiver pressure loss is related to the receiver outlet tem-
perature, mass flow rate and inlet pressure. According to cases 2
and 3, the mass flow rate and the inlet pressure are similar. Case 2
has a higher receiver outlet temperature causing a higher pressure
loss. Comparing cases 4 and 5, the receiver outlet temperature and
the mass flow rate are similar. Case 5 has a higher inlet pressure
leading to a lower pressure loss. This is because the higher inlet
pressure leading to a larger air density causing a lower airflow
velocity, thus causing a smaller pressure drop. Comparing cases 1
and 6, the inlet pressures of both cases are similar. Though the
receiver outlet temperature of case 1 is higher, the lower mass flow
rate of case 1 causing a lower receiver pressure loss.

During the receiver test, the receiver outlet temperature can
reach above 880 �C which is suitable for micro gas turbine opera-
tion. Meanwhile, the receiver pressure loss is 0.88% of the inlet
pressure when inlet pressure is above 280 kPa. The thermal effi-
ciency and thermal power of the receiver can reach 68.9% and
132 kW, respectively.
4.2.2. Dynamic performance
The influence of different factors variations on receiver perfor-

mance is investigated, including the mass flow rate, input solar
energy and inlet pressure. The experiment data of 29th April and
12th May are discussed here.

Fig.10 shows the experimental results of the air receiver on 29th
April. There are several operation condition changes during the
whole test. At position 1 (around 10:35), the air mass flow rate
increases from 0.0660 kg/s to 0.1420 kg/s. The pressure loss inside
the air receiver increases from 2.56 kPa to 9.26 kPa suddenly. At the
same time, the receiver outlet temperature decreases gradually
because of the thermal inertia of the air receiver. The duration of
receiver outlet temperature decreases from844 �C (10:35) to 735 �C
(11:12) is around 37 min. At around 11:23 (position 2), another 10
mirrors are put into operation. At this time, the total number of
(b) Comparison result of 52 mirrors

n experiment (Solid lines) and simulation (Dotted lines).



Table 2
Different steady performance experimental cases.

Case Testing period Mirror number DNI W/m2 Tin �C Tout �C m kg/s Pin kPa Ploss kPa Powabs kW Powinput kW Efficiency %

1 April 28 (11:33e11:43) 58 813 26 888 0.1064 284 2.50 100 158 63.3
2 April 28 (12:31e12:41) 58 807 28 882 0.1426 146 7.13 132 196 67.3
3 April 28 (13:28e13:38) 48 773 29 814 0.1418 152 6.37 120 174 68.9
4 April 29 (13:21e13:31) 68 688 36 875 0.1377 163 6.09 126 188 67.0
5 May 12 (11:47e11:57) 49 861 33 884 0.1311 263 3.29 121 183 66.1
6 May 12 (12:53e13:03) 39 852 35 845 0.1295 281 2.86 114 170 67.1

Fig. 10. Experiment performance of solar receiver (29th April).
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working mirrors is 68. After putting more mirrors into operation,
the receiver outlet temperature increases, and then it changes with
DNI fluctuation.

From 13:39 to 13:44, the DNI drops from 632 W/m2 to 109 W/
m2, the receiver outlet temperature decreases from 859 �C to
745 �C. Then, the DNI increases back to 685 W/m2 in 2 min. The
receiver outlet temperature increases to 838 �C gradually at around
14:07. The temperature dropping rate of the air receiver outlet is
much faster than its rising rate. At around 13:59 (position 3), the
receiver inlet pressure increases from 174 kPa to 304 kPa by
adjusting the valve at the receiver outlet. The pressure loss of
airflow decreases from 4.50 kPa to 2.86 kPa immediately.

Fig. 11 shows the experimental results of the air receiver on 12th
May. During the test, the heliostat field is adjusted to obtain a
constant receiver outlet temperature manually. The adjustment
range of receiver outlet temperature is 800 �Ce900 �C. At around
11:27 (position 1), 59 mirrors are operating and the receiver outlet
temperature reaches 906 �C. To avoid receiver overheating, 10
mirrors are laid flat. The receiver outlet temperature decreases
gradually, and then it increases again because of the improvement
of heliostat field efficiency near the midday. At position 2, another
10 mirrors are closed causing the receiver outlet temperature to
decrease again. At around 15:32 (position 6), the heliostat field is
closed, the receiver outlet temperature decreases from 795 �C
rapidly.

At the start-up period of the air receiver, the receiver outlet
temperature increases from ambient temperature to over 800 �C in
70 min (in 26 min the receiver outlet temperature increases from
ambient temperature to 500 �C). During the shut-down period, the
receiver outlet temperature decreases from 795 �C to below 100 �C
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in 59min (in 17min the receiver outlet temperature decreases from
795 �C to 395 �C). When the receiver is working at a high-
temperature condition, the receiver outlet temperature is easier
to be cooled down than heated up when DNI changes.

The relationship among receiver outlet temperature, air density
and pressure loss are shown in Fig. 12. The pressure loss of the air
receiver is related to the air average density directly. This is due to
the pressure loss of the air receiver is affected by air velocity which
is determined by air density. Thus, the lower air average density
inside the receiver tube leads to a higher air velocity causing a
larger pressure loss.
4.2.3. Model validation
In this part, the receiver model is validated using experimental

data, and different equations for conversion heat loss calculation
are checked. Fig. 13 shows the simulation results of two receiver
experiment cases. Three convection heat loss correlations adopted
here are SK equation, SM equation and PL equation.

The simulation results indicate that the receiver outlet tem-
perature is more sensitive to mass flow rate than DNI. Fig. 13 shows
that the modeling outlet temperature drops immediately when the
mass flow rate increases suddenly, while the experimental tem-
perature decreases gradually. This is probably because the mass
flow rate change inside the air receiver has a volume effect. Thus, it
is relatively lagged compared to the measured value of the receiver
inlet.

The RMSE values of receiver outlet temperature between
experiment and simulation results using different convection heat
loss correlations have been compared.



Fig. 11. Experiment performance of air receiver (12th May).

Fig. 12. The relationship among receiver outlet temperature, air density and pressure loss.
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RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
nd

,
Xnd
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ym � y
ym

�2
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where ym is the experiment data, y is the simulation data and nd is
the data number. The comparison results are shown in Table 3.

It seems that the PL equation has the best accuracy to calculate
the convection heat loss of the air receiver. Thus, the PL equation is
adopted for receiver dynamic simulation.
4.3. Further research based on the developed model

4.3.1. Factors affecting receiver dynamic performance
Here the influences of DNI change and receiver heat capacity is

investigated on the dynamic performance of air receiver. In this
part, the mass flow rate of the air receiver is set at 0.16 kg/s while
the inlet temperature is set at 30 �C.
954
The response of air receiver outlet temperature is shown in
Fig. 14 (a) with DNI changes of 200 W/m2, 400 W/m2, 600 W/m2

and 800 W/m2. At the beginning of DNI disturbance, the DNI value
is 800 W/m2, the receiver outlet temperature is 944 �C. After
20 min, the DNI decreases causing a drop in receiver outlet tem-
perature. The larger DNI decreasing value leads to a larger receiver
outlet temperature drop as well as a faster temperature decreasing
rate. When DNI decreasing value is 800 W/m2 (DNI decreases from
800W/m2 to 0 sharply), the receiver outlet temperature drops from
944 �C to 386 �C in 20 min. When this value is 200 W/m2, the
receiver outlet temperature drop is from 944 �C to 829 �C.

At the beginning of the DNI decrease period, the receiver outlet
temperature dropping rate increases from 10.3 �C/min to 41.3 �C/
minwhen DNI decreasing value rises from 200W/m2 to 800W/m2.
This is because the larger change in incident energy into the air
receiver would cause a faster receiver temperature change. At the
beginning of the DNI increase period, the receiver outlet temper-
ature rising rate increases from 7.9 �C/min to 38.2 �C/minwhen DNI



Fig. 13. The comparison of experiment and simulation results with different convection heat loss correlations.

Table 3
RMSE values between experiment and simulation results using different convection
heat loss correlations.

RMSE value Results of 29th April Results of 12th May

SK equation 7.01% 8.62%
SM equation 2.53% 4.71%
PL equation 1.91% 3.92%
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rising value increases from 200 W/m2 to 800 W/m2. When DNI
decreases from 800 W/m2 to 0, it takes 623 s for the air receiver
outlet temperature to drop below 600 �C. It can provide sufficient
time for operation adjustment of solar air Brayton cycle system
when DNI fluctuates.

Fig.14 (b) shows the responses of air receiver outlet temperature
for start-up and shut-down periods with heat capacity changes of
0.5 times the initial value, the initial value,1.5 times the initial value
and 2.0 times the initial value. The initial heat capacity of the air
receiver is 573.8 kJ/�C. For the initial heat capacity, the temperature
changing rates of the receiver outlet for start-up and shut-down
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periods are 64.6 �C/min and 41.3 �C/min, respectively. For 2.0
times the initial heat capacity, these values are 33.3 �C/min and
20.6 �C/min. The temperature changing rate is inversely propor-
tional to the receiver heat capacity roughly.
4.3.2. Intraday simulation for the integrated system
Here the intraday simulation of the heliostat field and the air

receiver is carried out with different control strategies. The actual
DNI data of 12th May is used as the simulation boundary. There are
60 mirrors adopted for the intraday simulation. The heliostat field
performance and the receiver performance of simulation are
analyzed.

Fig. 15 shows the heliostat field performance on 12th May. The
thermal power is the solar energy incident to the receiver. The
heliostat field efficiency is the product of cosine efficiency, shading
efficiency and blocking efficiency. The interception efficiency is the
ratio of thermal power to the total solar energy collected by the
heliostat field on the solar tower. During the simulation, the ther-
mal power is fluctuant with DNI changes. The maximum thermal
power is about 234.90 kW at 14:05 when DNI is 873 W/m2. The
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heliostat field efficiency and the interception efficiency are 0.8763
and 0.4453, respectively. At 14:39, the heliostat field efficiency has
the highest value of 0.8811, while at 13:15 the interception effi-
ciency has the highest value of 0.4493.

Two cases of air receiver simulation are compared here: the
intraday simulation with a constant mass flow rate (0.16 kg/s) and
the intraday simulation with a constant outlet temperature
(800 �C). The constant-outlet-temperature operation strategy of
the air receiver is achieved by using a PI controller to adjust the
mass flow rate. The comparison results of the two cases are shown
in Fig. 16. When the air receiver operates in the constant-mass-
flow-rate strategy, the receiver power and the receiver outlet
temperature fluctuate with DNI changes. The maximum receiver
outlet temperature and receiver power are 866 �C and 146 kW,
respectively.

When the solar receiver operates in the constant-outlet-
temperature strategy, the mass flow rate of the air receiver keeps
in a low value to increase the receiver outlet temperature rapidly at
first. When the receiver outlet temperature reaches above 800 �C,
the PI controller works to adjust the mass flow rate. In this way, the
receiver outlet temperature can be kept around 800 �C. The
maximum receiver power is 158 kW in this case. From the simu-
lation results, it is known that the constant-outlet-temperature
case has a shorter time (about 111 min) for receiver temperature
reaching 800 �C. This control strategy is more suitable for fast start-
up.While for the constant-mass-flow-rate case, this time is near 6 h
(355 min). However, the total thermal energy absorbed by the air
receiver is 1086 kWh for the constant-outlet-temperature case, this
value is 1216 kWh for the constant-mass-flow-rate case.
Fig. 16. The comparison results of two cases.
5. Conclusions

In this work, a solar tower collector system for solar power
generationwas constructed and the experiment was carried out. An
integrated dynamic simulation model consisted of heliostat field
and air receiver sub-models was developed with experimental
validation. The main outcomes of this study can be summarized as
follows:

(1) During the heliostat field test, the maximum flux density
reflected by 52mirrors is 388 kW/m2when DNI is 750W/m2.
The relative errors of the maximum flux density and the total
collected solar energy between experiment and simulation
are 3.81% and 3.05%.
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(2) During the receiver test, the receiver outlet temperature can
reach above 880 �C. The pressure loss inside the air receiver
is 0.88% when the inlet pressure is above 280 kPa. The
maximum thermal efficiency and the maximum thermal
power of the air receiver can reach 68.9% and 132 kW,
respectively.

(3) The pressure loss inside the air receiver has a quicker
response than the receiver outlet temperature when the
mass flow rate changes. The temperature dropping rate for
the air receiver is much faster than its temperature rising rate
when DNI changes. Amore accurate equation to calculate the
convection heat loss of the air receiver is determined by
comparing with the experimental data.

(4) During an intraday simulation the constant-outlet-
temperature operation strategy of the air receiver is more
suitable for fast start-up while the constant-mass-flow-rate
operation strategy absorbs much more solar energy.

Further work should concentrate on the improvement of the air
receivermodel, considering of radiation transfer process among the
receiver tubes and the effect of ambient wind on the receiver
performance. Also, further work is needed to study and optimize
the control strategies of the receiver and heliostat field when
coupling with the solar Brayton cycle system.
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Nomenclature
Latin symbols

A: area (m2)
cp: constant pressure specific heat (J/kgK�1)
cv: constant volume specific heat (J/kgK�1)
D: distance/diameter (m)
F: view factor
fat : atmospheric attenuation factor
Gr: Grashof number
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h: heat transfer coefficient (W/m2K�1)
ID: direct normal irradiance (W/m2)
k: heat conductivity coefficient (W/mK�1)
L: length (m)
M: mass (kg)
m: mass flow (kg/s)
nd: data number
Nu: Nusselt number
P: pressure (kPa)
Pow: power (kW)
Pr: prandtl number
Q: heat power (kW)
q: heat flux (W/m2)
S: heat exchange area (m2)
T: temperature (�C)
t: time (s)
y: simulation data
ym: experiment data

Greek symbols

a: angle
b: reflectivity
d: heliostat cleanliness
ε: emissivity
h: efficiency
r: density (kg/m3)
Ф: inclination
s: error
958
4: Stefan-Boltzmann constant

Abbreviations

CSP: concentrating solar power
DNI: direct normal irradiance (W/m2)
RMSE: root mean square error

Subscripts

abs: absorb
amb: ambient
AP: aim point
ape: aperture
ast: astigmatic effect of reflected rays
b&s: Blocking and shading
bq: beam quality
cav: cavity
con: convection
in: inlet
ins: thermal insulation layer
inv: invertor
m: mirror
out: outlet
rad: radiation
ref: reflection
sun: sun shape
t: tracking
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