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ABSTRACT

In the past few decades, multi-scale numerical methods have been developed to model dense gas-solid
flow in fluidized beds with different resolutions, accuracies, and efficiencies. However, ambiguity needs
to be clarified in the multi-scale numerical simulation of fluidized beds: (i) the selection of the sub-
models, parameters, and numerical resolution; (ii) the multivariate coupling of operating conditions,
bed configurations, polydispersity, and additional forces. Accordingly, a state-of-the-art review is per-
formed to assess the applicability of multi-scale numerical methods in predicting dense gas-solid flow in
fluidized beds at specific fluidization regimes (e.g., bubbling fluidization region, fast fluidization regime),
with a focus on the inter-particle collision models, inter-phase interaction models, collision parameters,
and polydispersity effect. A mutual restriction exists between resolution and efficiency. Higher-
resolution methods need more computational resources and thus are suitable for smaller-scale simu-
lations to provide a database for closure development. Lower-resolution methods require fewer
computational resources and thus underpin large-scale simulations to explore macro-scale phenomena.
Model validations need to be further conducted under multiple flow conditions and comprehensive
metrics (e.g., velocity profiles at different heights, bubbles, or cluster characteristics) for further
improvement of the applicability of each numerical method.

© 2022 Chinese Society of Particuology and Institute of Process Engineering, Chinese Academy of
Sciences. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

A fluidized bed is a complex dense gas-solid system in which
frequent particle collisions and intense gas-solid mixing intercon-
nect at the particle scale. Besides, mesoscale structures (e.g., bub-
bles and clusters evolution) significantly influence macroscale bed
hydrodynamics (e.g., pressure drop). The crucial operating param-
eters include superficial gas velocity, operating pressure, bed
temperature, solid properties, and geometric configuration.
Changing operating parameters leads to the transition of fluidiza-
tion regimes. Two dimensionless numbers, i.e., Reynolds number
(Rep) and Archimedes number (Ar) are commonly used to charac-
terize fluidization regimes (Fig. 1), which include bubbling fluid-
ization, fast fluidization, pneumatic transport, and spouting
regimes (Bi & Grace, 1995; Kunii & Levenspiel, 2013). In the past
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few decades, many experimental efforts have been made to study
such dense gas-solid systems. However, the experimental mea-
surements have intrinsic limitations due to harsh operating con-
ditions and high costs.

Numerical simulation provides a cost-effective alternative to
investigate multi-phase flow and multi-physics processes in fluid-
ized beds. As shown in Fig. 2, numerical simulation has been
increasingly applied to study dense gas-solid flow in fluidized beds.
It is noted that the percentage of the simulation work has rapidly
risen to more than 30% in the total studies of fluidized beds in
recent years.

Multi-scale numerical methods exist for modelling dense gas-
solid flow in fluidized beds at different efficiencies and resolu-
tions. As shown in Fig. 3, these methods can be identified by the
treatment of gas and solid phases, and the interaction between
them. Based on Navier-Stokes equations and Lattice Boltzmann
equations, the gas phase can be described by direct numerical
simulation (DNS) and local averaging methods in which the gas
turbulence is described by large-eddy simulation (LES) or
Reynolds-averaging Navier-Stokes (RANS). Based on the Eulerian
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Fig. 1. Schematic from Kunii and

Levenspiel (2013).
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Fig. 2. The trend of the number of publications relevant to the simulation of dense gas-
solid flow in fluidized beds (Source = Scopus; Keyword = “dense gas-solid flow” or
“particulate flow” and “fluidized bed” and “particles”) and the percentage of simula-
tion work (Keyword = simulation or modelling).

and Lagrangian frameworks, the solid phase is respectively
assumed as a continuum and dispersed particles. Compared with
continuum methods such as the two-fluid model (TFM), the
discrete element method (DEM) has the intrinsic capability of
describing the kinematics of each particle. The coarse-grained
method (CGM) minimises computational costs by lumping
several real particles with identical properties into a numerical
parcel. Gas-solid interactions related to mass, momentum, and

12

Particuology 80 (2023) 1141

energy exchanges are commonly described by particle-resolved
methods or empirical models. The former method directly ob-
tains interactions via calculating detailed information in the gas-
solid interface while the latter needs several closure models on
drag force, heat and mass transfer, and chemical reactions.

Although multi-scale numerical methods have been increas-
ingly applied to simulate fluidized beds, challenges still exist for
model selection. On the one hand, a proper choice of model pa-
rameters plays a vital role in successfully simulating fluidized beds.
On the other hand, a fluidized bed involves the multivariate
coupling of operating conditions, bed configurations, poly-
dispersity, additional forces, etc. It lacks a review to elucidate which
model and the related parameters are applicable for modelling
fluidized beds at a specific fluidization condition. To fulfil the
knowledge gap, this article delivers a state-of-the-art review of the
applicability assessment of multi-scale numerical methods in
modelling fluidized beds under different fluidization conditions.
The current review is structured as follows: section 2 gives math-
ematical models. Specifically, the governing equations of the fluid
and solid phases are given in sections 2.1 and 2.2, respectively. Sub-
models for the inter-phase momentum exchanges, inter-particle
collisions, and multi-physics processes are given in sections 2.3,
2.4, and 2.5, respectively. After then, section 3 presents a compre-
hensive applicability assessment of multi-scale numerical methods
in modelling fluidized beds at specific fluidization conditions. The
conclusion is drawn in the final section.

2. Computational framework

The existing numerical methods for modelling dense gas-solid
flow can be categorized into different groups based on the grid
resolution. Different resolution leads to distinct accuracy. The
similarity of the words “resolution” and “accuracy” is that they both
reflect the model’s capability in simulating gas-solid flow. However,
the resolution refers to the calculation procedure of the gas-solid
flow, e.g., different grid resolutions (i.e., fine grids, coarse grids,
medium grids). The accuracy refers to the calculation results by
different resolutions, i.e., a higher resolution gives rise to higher
accuracy, and vice versa. Besides, higher-resolution methods need
more computational resources and thus are suitable for smaller-
scale simulations to provide a database for closure development.
Lower-resolution methods require fewer computational resources
and thus underpin large-scale simulations to explore macro-scale
phenomena. A specified method can be employed considering the
balance between the resolution and efficiency.

As shown in Fig. 4, the multi-scale numerical methods have
been generally classified into three groups, particle-resolved direct
numerical simulation (PR-DNS), computational fluid dynamics-
discrete element method (CFD-DEM), two-fluid method (TFM), as
widely accepted in the previous literature (Baltussen et al., 2018;
Sundaresan et al., 2018; Tenneti & Subramaniam, 2014). For the
micro-scale simulation corresponding to the PR-DNS approach, the
flow dynamics around each particle are fully resolved, where the
no-slip constraint is satisfied. Hence the drag force, heat transfer,
mass transfer, and chemical reactions can be accurately described.
The non-uniform distribution of solid properties, such as density,
temperature, and species inside or on the surface can be captured.
For the macro-scale simulation corresponding to the TFM
approach, the gas and solid phases are assumed to be inter-
penetrating media. Inter-particle collisions are simplified by a ki-
netic theory of granular flow (KTGF) while inter-phase interactions
are described by empirical correlations. This approach can only
obtain cell-averaged information for both gas and solid phases. In
contrast, for the simulation between the micro-scale and macro-
scale scenarios, i.e.,, CFD-DEM, the trajectory of each particle is
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Fig. 4. Illustration of multi-scale numerical methods for modelling dense gas-solid flow, including particle-resolved direct numerical (PR-DNS), computational fluid dynamics-
discrete element method (CFD-DEM), and two-fluid model (TFM): (a) multi-scale numerical methods; (b) multi-scale numerical simulations (reproduced from Baltussen et al.

(2018)).

tracked, and inter-particle collisions are solved. This approach can
obtain cell-averaged information for the gas phase but particle-
based information for the solid phase. When a coarse-grained
treatment is introduced to the CFD-DEM, the coarse-grained CFD-
DEM (CG-DEM) is obtained, in which several real particles with the
same properties are lumped into a parcel to reduce particle number
and the resultant computational costs. When a solid stress model is
introduced to the CG-DEM, the multi-phase particle-in-cell (MP-
PIC) or dense discrete phase method (DDPM) is gained, in which the
inter-particle collisions are further simplified and modelled.

More attention should be paid to the so-called “CFD-DEM”
frequently encountered in the literature. As shown in Fig. 5, CFD-
DEM can also be divided into resolved CFD-DEM, semi-resolved

Resolved CFD-DEM

1/10 1/3 1

CFD-DEM, and unresolved CFD-DEM (Hager, 2014; Wang et al,,
2019), dependent on the grid size-to-particle diameter ratio (A/
dp). The resolved CFD-DEM targets modelling gas-solid flow with A/
dp < 1/10, which means the flow dynamics around each particle are
fully resolved. The resolved CFD-DEM is also termed PR-DNS when
simulating gas-solid fluidized beds. The unresolved CFD-DEM aims
to model gas-solid flow with A/d}, > 3, which means the inter-phase
interactions are solved by empirical correlations. The unresolved
CFD-DEM is commonly termed CFD-DEM when simulating gas-
solid fluidized beds. Recently, Wang et al. (2019) developed a
semi-resolved CFD-DEM, which bridges the simulation gap be-
tween the resolved CFD-DEM and unresolved CFD-DEM. The main
idea is to correct the relative velocity between the particle and fluid

Semi-resolved CFD-DEM Unresolved CFD-DEM

S

Fig. 5. Applicable regions of the grid size-to-particle diameter ratio (A/d,) for resolved CFD-DEM, semi-resolved CFD-DEM, and unresolved CFD-DEM. Reproduced from Wang et al.

(2019).
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phase by kernel approximation to obtain a more accurate drag
force. This method has been extended to heat transfer and various
chemical engineering processes (Wang & Liu, 2020; Zhu et al,,
2022). Similarly, the semi-resolved CFD-DEM was also realized by
a smoothing operation by solving a diffusion equation for each
transferred quantity (e.g., the inter-phase coupling force)
(Capecelatro & Desjardins, 2013a; Radl et al., 2015; Sun & Xiao,
2015). As the development of the semi-resolved CFD-DEM is still
underway and needs more verifications and validations for fluid-
ized bed applications, a detailed discussion of this method is not
included in the present review. For brevity, the resolved CFD-DEM
corresponds to the “PR-DNS” while the unresolved CFD-DEM cor-
responds to the “CFD-DEM” in this review.

2.1. Equations of fluid phase

2.1.1. Navier-Stokes equations

Two categories of equations are commonly used to solve the
fluid phase, i.e., Navier-Stokes equations and Lattice Boltzmann
equations. In the Navier-Stokes equations, the conversation of
mass, momentum, energy, and species for the fluid phase is given
by:

0
<('§tp 2 9 (eropur) =Ky (1)
0
% +V- <8fprfo> = — erpf — Ffp + prefg+ V. (3f7f>
e
(2)
W+ v (e CosTy) =9 (egky¥T3) — Qp + iy
(3)
%WZWJ+V%ﬁanQ=V-@ﬁﬂ%m%>+&k (4)

where & is the fluid volume fraction. Ry, AH,f, I, and Rg are the
source terms of mass, momentum, energy, and species, respec-
tively. F, and Qg are the interphase momentum and energy ex-
changes, respectively. 7y is the fluid shear stress. Dg, is the diffusion
coefficient of kth fluid species. f equals one except at the particle
boundary in the PR-DNS while it is calculated based on the local
solid concentration in the other methods.

2.1.2. Lattice Boltzmann equations

Lattice Boltzmann method (LBM) has drawn increasing atten-
tion due to its parallel efficiency and implementation simplicity.
The widely used lattice Boltzmann Bhatnagar-Gross-Krook (LBGK)
model is given by:

fitx+ e, £ dt) —fi(x,0) = 1 (1 Bles, 1) (it ) [0, w)
+ ﬁ(€57 7')‘QIS
(5)

eiru (ej-u)? _u?
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es(t—0.5)

5(85,7):m

(7)

Qf =f_i(x,t) = fi(x,£) + £ (p, Us) — f(p,w) (8)
where ff9(x, t) is the equilibrium distribution function. §(es, 7) is the
weighting function. Q} is the additional collision term for solid
obstacles.

2.2. Equations of solid phase

2.2.1. Lagrangian description

In the CFD-DEM, particle dynamics is governed by Newton's law
of motion. The changes in mass, velocity, temperature, and species
are individually tracked as follows:

dm,- _
ar N ?
dv;
mi% =mig+fqi+fpi+fei+ Faga, (10)
dw;
dT,;
miCyi—gg=fp.i + dppi + dri + 4H (12)
dm-Y',
o3

where R; is the mass source term due to chemical reactions. fg, £,
and f;; are drag force, pressure gradient force, and collision force,
respectively. fy4q; is the additional force, including the cohesive
force, lift force, electrostatic force, etc. I; is the moment of inertia. M;
is the torque from the tangential collision and M; is the torque from
the rolling friction. qg,i, qpp,i» ¢r,i and AH are the heat transfer due to
convection, conduction, radiation, and chemical reactions, respec-
tively. R; is the species source term due to chemical reactions. The
CG-DEM uses the coarse-grained particle (i.e., parcel) to represent a
certain number of real particles. The underlying assumption is that
particles in a parcel with the same properties (e.g., density, velocity,
temperature, and species). This leads to a remarkable decrease in
particle number and computational costs. Generally, the parcel
follows similar rules as the particle-based method as listed in Egs.
9-13.

2.2.2. Eulerian description

In the Eulerian framework, the solid phase is solved similarly to
the fluid phase. The conservation equations of the solid phase can
be given as:

0
%vLV * (esmPsmUsm) = Rsm (14)
d(e u,
W—}— V « (esmpsmUsmUsm) = — esmVPy +V = 7s
M
+ E Bsim (Us) — Wsm) + psmesmE + Brsm (ug — usm) (15)

I=1l+m
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0 esmCpsm T
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+4Hrsm
(16)
O(psmesmY-
W"‘ Y« (psmesmUsmiYsmk) =V * <pf€stmkVYﬂ<)
+ Rsmk
(17)
where S, is the momentum exchange coefficient between 1™ and

m™ solid phase. Bfsm is the interphase momentum exchange coef-
ficient for the solid phase m.

2.3. Inter-phase interaction model

2.3.1. Particle-resolved method

Several numerical strategies have been proposed to accurately
resolve gas-solid interactions. In general, the PR-DNS requires a
computational grid much smaller than the particle diameter. It is
impractical to use a body-fitted mesh to cope with the moving
boundary of particles. Methods based on a fixed Cartesian mesh are
more computationally efficient but require additional techniques to
solve the fluid-solid boundary. In previous studies, the immersed
boundary method (IBM) (Uhlmann, 2005) has been frequently
adopted in the PR-DNS. Several branches, such as direct-forcing and
ghost-cell immersed boundary methods (Tseng & Ferziger, 2003;
Uhlmann, 2005), have been proposed and applied in many studies
of particle-laden flow (Luo et al., 2016, 2017; Luo, Wang, et al., 2017;
Uhlmann & Chouippe, 2017). The direct-forcing immersed bound-
ary method is implemented as follows:

f(x) = JFk(xm-é(x—xk)dxk
Q

(18)

where Q denotes the computation domain, X is the position of the
Eulerian mesh, Xy is the position of the Lagrangian point consti-
tuting the immersed boundary. 6(x—X) is the Dirac delta function.
Fi(x) is the force exerted on the Lagrangian point Xy. To ensure that
the no-slip boundary condition is satisfied at the particle surface, a
force Fi(xx) is imposed on the Lagrangian point. Based on the mo-
mentum equation, one can get:

ou 1_, utl_g”
f_§+u Vu+Vp—EV u_T—rhs (19)
whererhs = — (u-Vu + Vp — v2u). For the Lagrangian point Xy
at the immersed boundary, the force is:
utl _ gn u™l _ g U, —u”
_ Tk k _ "k k k k
Fi(xp) = At rhs; Ar T A rhs, (20)

where u, is the intermediate velocity which satisfies the mo-
mentum equation without external force:

U —u}
—~ K __rhs, =
At Sk =0

Then the force exerted on the Lagrangian point at the immersed
boundary is given by:

(21)
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n+1 5 =
W~ u —u
At At

Fie(x) = (22)
where u is the desired velocity on position X at the next time step,
noted as:

up =Up+wp X (X —Xc) (23)

However, the desired velocity at (n+1) time level uf*l is un-
known. A first-order explicit scheme using u] is applied. To
improve accuracy, a multi-direct forcing strategy can be used
(Wang et al., 2008). The total hydrodynamic force Fg, and torque T,
acting on the particle can be integrated as:

N

Fp= — [Fk(xk)dxk (24)
1
N

Tp= — J(Xk = Xc)Fe (X ) dxy (25)
1

2.3.2. Empirical models

Empirical correlations need to be employed to calculate the
interphase momentum exchange for unresolved methods (i.e., CFD-
DEM, TFM and CGM). When modelling gas-solid fluidized beds, the
drag force fg; and pressure gradient force f,; are commonly
considered (Zhu et al.,, 2007). For the TFM, the calculation of
interphase momentum exchange is embodied in Eq. (15). In the
CFD-DEM, these forces are given by:

V,i6
fcl,i = i: (“f,i — val‘) (26)
f,i=—Vp,iVos (27)

where V) is the particle volume and § is the interphase momentum
exchange coefficient. The drag force highly affects the prediction
accuracy. Various drag correlations have been available in the open
literature, derived from experiments (Ergun, 1952; Syamlal &
O'Brien, 1988; Wen, 1966) or DNS simulations (Beetstra et al.,
2007a; Hill et al., 2001; Tenneti et al., 2011). The applicability of
different drag models will be assessed in the following sections.

In the CGM, the particle volume V), should be replaced by the
parcel volume Vg i:
chp,i = vapj (28)
where W, is the coarse-grain ratio, representing the number of
particles in a parcel.

2.4. Inter-particle collision model

24.1. Discrete element method

Under the Lagrangian framework, different models have been
proposed to describe inter-particle collisions, such as the discrete
element method (DEM) and direct simulation Monte Carlo (DSMC).
Among these models, the DEM is the most used one. Specifically,
two contact models based on the DEM framework have been
developed, i.e., the hard-sphere contact model (Campbell &
Brennen, 1985) and the soft-sphere contact model (Cundall &
Strack, 1979). The former features an event-driven scheme, which
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resolves the event of binary inter-particle collisions at a specific
time instant. As a result, the hard-sphere contact model fails to
predict particulate flow with high solid concentration. In contrast,
the soft-sphere contact model with a time-driven scheme can
handle multiple inter-particle collisions as time proceeds, which is
more suitable to model dense gas-solid flow. The soft-sphere
contact model is given by:

fc,ij = fCn,ij + fo‘l'j (29)
fenij = — KnijOn M — 1, (Ve = )My (30)
Ferj = min{ | = ke i0c it — e[ (Ve * )ty 1)

+ ((x)i XTIj— (1)] X l'])} |, ,u'fcn,ij}

where subscripts n and t represent the normal and tangential di-
rections, respectively. n;; and t;; are the unit vectors. kyj; and ki are
the stiffness coefficients, 6, ;; and dj; are overlap displacements, 1 j;
and 7 are the damping coefficients. v;j; is the relative velocity and
w is the friction coefficient. Moreover, the damping coefficient is
related to the restitution coefficient. For instance, in the linear
spring-dashpot (LSD) model, the damping coefficients are defined

as:
2, /Mgy i|1n e, |
Mij=
\/ T2+ lnzenﬁij

21 /meﬂk[,ij‘lﬂ et7U|
\/ T2+ lnzetﬁij

where ey, and e are restitution coefficients. meg (=

(32)

Meij= (33)

mim; y .
e +m,) is the

effective mass of particle i and particle j, wherein m; and m; are the
mass of particle i and particle j, respectively.

Many rolling friction models have been proposed under distinct
collision conditions. These models may be classified into four cat-
egories: (a) directional constant torque models; (b) viscous models;
(c) elastic-plastic spring-dashpot models; and (d) contact-
independent models (Ai et al., 2011). These rolling friction models
and their formula are summarized in Table 1, among which the
directional constant torque model (also Model A) is most applied in
the simulation of dense gas-solid flow in fluidized beds (Goniva
et al,, 2012; Yang et al., 2016a).

2.4.2. Two-fluid model

In the TFM, the inter-particle collisions are considered through
the solid stress tensor, i.e., the solid pressure and solid viscosity.
Solid stress is commonly described by the kinetic theory of granular
flow (KTGF) (Ding & Gidaspow, 1990). Based on this theory, various
constitutive equations for solid stress have been proposed
(Gidaspow, 1994; Lun et al., 1984; Srivastava & Sundaresan, 2003).
According to Agrawal et al. (2001), the solid stress tensor 75 can be
calculated as:

Ts = — [Psm + i (V + W) |1 + :usm{ [Vusm + (Vusm)T]
(34)

—g(v -usm)l}

where Pg, is the solid pressure, 7 is a function of particle restitution
coefficient, usm, is the shear viscosity, and yp is the bulk viscosity.
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Compared with the DEM, many simplifications and assumptions
are employed to derive the KTGF models, which limits the TFM
universality. For example, the classical KTGF model often assumes
the granular flow as frictionless particles and neglects the rota-
tional movements (Wu et al., 2019). Besides, most KTGF models are
derived from monodisperse systems. To overcome these issues,
efforts have been made to develop the KTGF model considering the
realistic particle collisions, which will be discussed in the following
section.

2.4.3. Coarse-grained method

According to the treatment of inter-particle collisions, the
coarse-grained method (CGM) can be further divided into two
categories. The first one is the CG-DEM (Lu et al., 2016), in which
several real particles are lumped into a numerical parcel to reduce
particle number and the inter-particle collisions are resolved. Lu
et al. (2016) claimed that corrections to collision parameters are
required to ensure consistency between the parcel-based and
particle-based systems.

The inter-parcel interactions can also be described in a
continuum-based way in two existing approaches, i.e., MP-PIC
(Snider, 2001) and DDPM (Popoff & Braun, 2007). In the former,
the collision force is modelled by:

(35)

where 7}, is the solid normal stress, calculated based on the Eulerian
grid to account for the inter-particle collisions. The solid normal
stress plays a vital role in preventing particles from over-packing.
The stress model proposed by Harris and Crighton (1994) is
commonly used:

_ P3856
max|[escp — es,7(1 — )]

Tp (36)

where P is a constant with the unit of pressure. § is a constant with
a recommended range of 2—5. g, is the solid volume fraction at
the close packing status.

In the DDPM, the collision force is modelled by:

(37)

where 75 is the solid stress tensor, calculated based on the KTGF
theory.

2.5. Multi-physics models

Additional models are commonly implemented into the multi-
scale numerical methods to consider the effect of multi-physics
processes in fluidized bed applications. For brevity, only the
implementation of multi-physics models in the CFD-DEM frame-
work is presented.

2.5.1. Chemical reactions

Chemical engineering processes commonly involve significant
chemical reactions, e.g., evaporation, pyrolysis, gasification, com-
bustion, etc. To model these reactions, the corresponding reaction
kinetics should be implemented into the CFD and DEM frameworks.
A first-order Arrhenius law is commonly adopted to describe ho-
mogeneous reactions on the CFD side:

k = Agexp(-E/RT) (38)
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Table 1
Typical rolling friction models in the literature (Ai et al., 2011).
Category Formulation Remarks
Models Type A: Directional == Wrel LR Fy e The model applies a constant torque in pairs on each pair of particles in contact.
- T

‘(‘)rel‘
Wre] = Wj — Wj

constant torque models

e The direction of the torque is against the relative rotation between the two contact entities.

Models Type B: Viscous models M, = — u.RyFy(wjr; — wjrj) o The magnitude is related to the angular velocity.
e The term in the brackets represents the relative translational velocity at the contact between two
particles due to relative rotation.

Models Type C: Elastic-plastic M, = MK+ M¢ e The model consists of two components: a mechanical spring torque and a viscous damping torque.

spring-dashpot models
pring P AMk = — “fgir;F”Aer

"

entities.

e The mechanical spring torque is dependent on the relative rotation between the two contracting

o Including the rolling back curve that makes it suitable to be applied in cyclic rolling problems.

d —
Mr.t-At -
{crer it ot <

St M

e The viscous damping torque is assumed to be dependent on the relative rolling angular velocity
between the two particles in contact and the damping constant.

Models Type D: Contact- None

independent models

o The model is dependent on the total rotation or rotational velocity of a particle instead of the relative
rotation or rotational velocity of a pair of particles in contact.

o The model leads to different torques being applied to each of the two particles in contact, thus violating

equilibrium.

where Ay is the pre-exponential factor. E is the activation energy. R
is the universal gas constant.

In contrast, the heterogeneous reactions may be controlled by
additional effects. For example, char combustion is dominated by
both reaction resistance and diffusion resistance, with the reaction
rate given by Syamlal and Bissett (1992):

dmp _
dt 72dp (1/kf +1/kq + ]/kr)MWO2

—£5VpPOZ

(39)

where 1/kfis the film diffusion resistance, 1/kq is the ash diffusion
resistance, and 1/k; is the surface reaction resistance. Moreover,
during the thermochemical conversion, the particle continuously
varies its density and size. The particle shrinkage models (Gomez-
Barea & Leckner, 2010) are commonly used to account for this
effect.

2.5.2. Additional forces

Cohesive force widely exists in dense gas-solid flow with
different types, e.g., liquid bridge, electrostatic, and Van der Waals
forces. The liquid bridge force needs to be considered during the
contact between wet particles, which consists of the capillary force
and viscous force. According to Mikami et al. (1998), the capillary
force between particles is given by:

feap =¥y |exp (A4 B) 4 C| (40)
p
v 0.53
A—l.l(r—3> (41)
p
Vv ) Vv
B—( -034In(-5]-096)62-0019In(~ ) +048  (42)
rp rp
1%
C=0.0042 In <r3> +0078 (43)
p
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where h is the separation distance, V is the liquid volume, rp is the
particle radius, and £ is the contact angle of the liquid with the
particle.

The viscous force results from the relative movement of the
particles with the liquid bridge, which can be calculated as (Adams,
1987):

r
Joisn= GWﬂlrpvr,an (44)

8
Jois ¢ = 6mwTpvr e (ﬁln%+0.9588) (45)

where yy is the liquid viscosity. v, and vy are the relative velocities
in the normal and tangential directions, respectively.

The Van der Waals interaction between particles originating
from the intermolecular forces is significant for fine particles,
which is given by:

Ar

faw =151 (46)
where A’ is the Hamaker constant. Note that this equation cannot be
applied directly to particles in close contact. Two modified models
are proposed, i.e., Johnson-Kendall-Robert (JKR) model (Johnson
et al,, 1971) and the Derjaguin, Muller and Toporov (DMT) model
(Derjaguin et al., 1975), in which the former is suitable for particles
with higher surface energy and the latter is applicable for particles
with lower surface energy and smaller size.

The pressure difference on the opposite side of a specific particle
induced by the velocity shear gradient leads to the lift force. The lift
force is first described by Saffman (1965) for creeping flow (Re, <<
1) with a linear shear velocity profile. Loth and Dorgan (2009)
demonstrated the lift force was difficult to model because many
physical factors contribute to lift generation, and they proposed
two primary mechanisms, i.e., vorticity in the gas phase and par-
ticle rotation. The Saffman lift force is given by (Zhu et al., 2007):

Fsagnans = 161502 (pyug ) or| " [ (ur v, x ] (47)
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where wris the vorticity of the fluid phase. The work from Saffman
was then extended by McLaughlin (1991)and Mei (1992) to limit
the restriction of Rep<<Re,L/ 2 which applied to the above formu-
lation. Loth and Dorgan (2009) discussed further and proposed the
following equation valid up to Re, = 50, including the contribution
from particle rotation on the lift force:

£12.92 | w" -
p ,/R—epJFQp,eqCL,Q

where w* and Q; are related to the vorticity and particle angular

velocity, respectively. Thus, this lift force is calculated as follows
(Smuts, 2015):

C=J

(48)

fMeij = 0.1257rdi2prL‘uf - V,“ |:<llf - V,') (49)

o
X —

|w]

As the lift force is induced by the velocity gradient on the par-
ticle, this force will be larger for the particle with a larger size.
Comparing the ratio of the Saffman lift force to the Stokes drag force
for simple shear flows, it is accepted that the former is negligible at
very small shear rates, or very low Re, (Johnson, 2016). However,
the lift force will be significant for the scenario where the slip ve-
locity is large with high shear rates, such as the wall boundary layer
for the turbulent bubbly flows (Hager, 2014).

Moreover, the charged particles are often encountered in flu-
idized beds and the electrostatic force between two charged par-
ticles is given by:

(50)

where g; and gj are particle charges. &g is the vacuum permittivity. S
is the distance between two particles.

3. Applicability assessment

Although numerical simulation can provide detailed informa-
tion on gas-solid hydrodynamics, it is still challenging to model
multi-scale fluidized beds accurately and efficiently. The validity of
the model should be confirmed by comparing it with experimental
data or analytical solutions. On the other hand, the validation
benefits the further improvement of numerical models. Moreover,
the selection of sub-models, including the drag model and collision
model, significantly affects the simulation results. Thus, the appli-
cability of multi-scale numerical methods and sub-models are
assessed in the following sections.

3.1. Applicability of different methods

This section focuses on the applicability of multi-scale numeri-
cal methods in modelling gas-solid flow in fluidized beds under
different fluidization conditions (e.g., fluidization regime, particle
classification).

3.1.1. Model validations in the BFB

Table 2 lists several model validations towards gas-solid flow in
BFBs. Only a few studies using the PR-DNS are reported due to high
computational costs. For example, Luo et al. (2016) simulated a lab-
scale BFB within 9,240 particles, and the predicted solid velocity
agreed well with the experimental data. Tang et al. (2016)
compared the PR-DNS results with the experimental data in a
BFB within 5,000 particles, and good agreement about the granular
temperature was obtained. Nevertheless, as indicated in Table 2,
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the PR-DNS seems to underpredict the solid volumetric flux and
bed expansion height (Tang et al., 2016). The discrepancy may stem
from the selection of simulation time, boundary conditions, nu-
merical algorithms, and collisional parameters. Moreover, the grid
resolution that each particle covers only five grids is relatively low.

The CFD-DEM has been validated against various BFB experi-
ments. For the BFB within coarse particles (i.e., Geldart Group B and
D), the CFD-DEM can generally capture crucial gas-solid charac-
teristics. Commonly, time-averaged statistics such as voidage pro-
files, velocity profiles, and bed expansion heights are used for
model validation. However, discrepancies still exist between the
simulation results and experimental data. For example, Muller et al.
(2008) demonstrated that considerable deviations appeared in the
lateral profiles of velocity and voidage at higher bed heights and
near walls. The improvement by tuning the drag model to validate
this experiment is still unsatisfactory (Agrawal et al., 2018; Stanly &
Shoev, 2018). Fig. 6 shows the comparison of PR-DNS, CFD-DEM,
and experimental results by Luo et al. (2016). The PR-DNS reason-
ably predicts the solid velocity at the bed heights of 15 mm and
25 mm, but it underestimates the velocity at the bed height of
35 mm. In contrast, the CFD-DEM fails to reproduce the solid ve-
locity at all heights and near walls. They demonstrated that such a
difference between the PR-DNS and CFD-DEM was attributed to the
drag force calculation, where the prevailing drag models tended to
underestimate the drag force. This viewpoint was also convinced by
Kriebitzsch et al. (2013) and Third et al. (2016). The inherent issue of
the CFD-DEM exists in calculating the interphase momentum ex-
change, which will be further discussed in the following section. Liu
and van Wachem (2019) validated the CFD-DEM with experimental
data in a BFB, and good agreement between the prediction and
experimental data was achieved regarding the solid vertical ve-
locity and minimum fluidization velocity. However, the predicted
solid horizontal velocity, solid velocity fluctuations, and granular
temperature deviate significantly from the experimental data.
Thus, it is necessary to validate the CFD-DEM more
comprehensively.

In the BFB, bubbles dominate flow patterns, indicating the sig-
nificance of conducting model validation regarding bubble dy-
namics. Specifically, the CFD-DEM is quantitatively validated with
experimental measurements regarding bubble size and bubble
velocity (Liu & van Wachem, 2019; Lu et al, 2015; Pepiot &
Desjardins, 2012). A good agreement was achieved in terms of
the bubble size. However, the deviation appeared in predicting the
bubble rising velocity (Liu & van Wachem, 2019), which may be
attributed to the neglect of bubble interactions (e.g., coalescence,
breakage). Wu et al. (2016) demonstrated that the pulsed fluidized
bed can be an excellent benchmark for model validation as it has
the regular bubble evolution. They found that the CFD-DEM
simulation could reproduce the bubble patterns in the pulsed flu-
idized bed both qualitatively and quantitatively (Wu et al., 2016,
2017).

Only a few CFD-DEM simulations focused on the BFB within fine
particles (i.e., Geldart Group A) partly due to high computational
costs. Besides, the cohesive force becomes more significant
compared with other forces for fine particles. However, the role of
the cohesive force is still an open issue. Wang, Chao, and Jakobsen
(2010) simulated a BFB within 75 um fluid catalytic cracking (FCC)
particles and found that the cohesive force insignificantly affected
bed hydrodynamics. However, Galvin and Benyahia (2014) showed
that the cohesive force should be considered to correctly capture
crucial phenomena such as pressure overshoot and hysteresis in
the non-bubbling regime. Via simulating a BFB within 60 um glass
particles, Kobayashi et al. (2013) demonstrated that the cohesive
force was necessary to be implemented to obtain reasonable flow
patterns. Li, Wang, et al. (2017) simulated gas-solid flow in two BFBs
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Table 2
Validations of multi-scale methods in simulating BFBs.
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Authors Year Method Geldart Bed Experiment Comparison results
Group geometry
Luo et al. (2016) 2016 PR-DNS B-D Pseudo-2D Muller et al. (2008) (1) Vgy: +
Tang et al. (2016) 2016 PR-DNS D Pseudo-2D Tang et al. (2016) (1) Gs: %5 (2) 0s: +; (3) Solid motion: +; (4) Pressure fluctuation: +
Muller et al. (2008) 2008 CFD-  B-D Pseudo-2D Muller et al. (2008) (1) Vgy: £ (2) 0
DEM
Yang, Padding, Buist, and etal. 2017 CFD- D Pseudo- Yang, Padding, Buist, and etal. (1) Vy: +; (2) Gs: +; (3) &5t +
(2017) DEM 2D/3D (2017)
Goldschmidt et al. (2004) 2004 CFD- D Pseudo-2D Goldschmidt et al. (2004) (1) &s: +; (2) Bed expansion dynamics:
DEM
Liu and van Wachem (2019) 2019 CFD- D Pseudo-2D Gopalan et al. (2016) (1) Ungs +3 (2) Vg +: (3) Vixi=; (4) Viy,rms: =5 (5) Vsxrmsi= (6) Dpup: +;
DEM (7) Upup -; (8) bs:
Wau et al. (2017) 2017 CFD- B Pseudo-2D Wu et al. (2017) (1) Dpup: +; (2) Wavelength: +
DEM
Li, Wang, et al. (2017) 2017 CFD- A Pseudo-2D Li, Wang, et al. (2017) (1) Dpup: +; (2) Upyp (as a function of Dpyp): +; (3) Visualization: +
DEM
Bakshi, Altantzis, et al. (2018) 2018 TFM B Pseudo-2D Bakshi, Altantzis, et al. (2018) (1) Bubble fraction: +; (2) Dpup: +
Wu et al. (2016) (1) Bubble pattern: +; (2) Dpyp (as a function of frequency): +
Sanchez-Delgado et al. (2013) (1) Solid circulation time: +
Acosta-Iborra et al. (2011) 2011 TFM B 3D Acosta-Iborra et al. (2011) (1) Pressure signal: +; (2) Lpup: +; (3) Upup: +; (4) Npup: +; (5) Dpup: +
Verma et al. (2014) 2014 TFM B 3D Verma et al. (2014) LLDPE particle (1) Dpup: +; (2) et +; (3) Upup: £
Alumina particle (1) Dpup: +; (2) e +; (3) Upup: =
Glass particle (1) Dpyp: +; (2) & +; (3) Upup: %
Gao et al. (2018) 2018 TFM A 3D Dubrawski et al. (2013) (1) &2 +; (2) Bed expansion height: +
Liang et al. (2014) 2014 MP-PIC B Pseudo-2D Hernandez-Jimenez et al. (1) Vsy: +; (2) Bubble possibility:-
(2011)
Lu, Benyahia, and Li (2017) 2017 MP- D Pseudo-2D Gopalan et al. (2016) MP-PIC (1) Pressure signal: +; (2) Vy:i-; (3) Vixi-: (4) Os:-
PIC/
CG- CG-DEM (1) Pressure signal: =; (2) Viy: +; (3) Vixi-; (4) Os:-
DEM
Song et al. (2018) 2018 MP-PIC A 2D Zhu et al. (2008) (1) & +
Ostermeier et al. (2019) 2019 DDPM B 2D Ostermeier et al. (2019) (1) Ap: +; (2) Bed expansion height: +; (3) Flow patterns:-
Sakai et al. (2014) 2014 CG- B 3D Sakai et al. (2014) (1) Ap: +; (2) Bed expansion height: +; (3) Upup: +
DEM

Vi solid horizontal velocity, Vs, solid vertical velocity, Vsx,ms RMS (root mean square) of solid horizontal velocity, Vs RMS of solid horizontal velocity, G, solid flux, r gas
volume fraction; ¢ solid volume fraction; s granular temperature, Dy, bubble size, Uy, bubble rising velocity, Ly, bubble pierce length, Ny, bubble frequency, U,y minimum
fluidization velocity, Ap pressure drop, LLDPE low linear density polyethylene, TFM two-fluid model.
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Fig. 6. Comparison of the time-averaged solid vertical velocity among the PR-DNS results, CFD-DEM results, and experimental data at different heights (a) Z=15mm; (b)

Z=25mm; (c) Z=35mm. Reproduced from Luo et al. (2016).

within Geldart Group A particles. For the FCC particles (148 pm), the
cohesive force showed a modest effect on bubble dynamics, but the
simulation using non-cohesive particles failed to reproduce particle
agglomerations observed in the experiment. For sorbent particles
(100 pm), the cohesive force should be considered to reasonably
predict the flow pattern. One reason for the above-mentioned
contradiction is that the influence of cohesion depends on the
particle properties (e.g., size, density, and roughness). Hence,
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further experimental measurements and numerical simulations are
needed on this topic.

Many model validations on the TFM simulation of gas-solid flow
in BFBs have been reported. Compared with the CFD-DEM, the TFM
relies more on the proper selection of sub-models and model pa-
rameters (Wu et al., 2019). For the BFB within coarse particles, the
TFM can predict reasonable bed hydrodynamics. Bakshi, Altantzis,
et al. (2018) simulated gas-solid flow in a pseudo-two-
dimensional (2D) fluidized bed and compared simulation results
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with experimental data regarding bubble characteristics and solid
circulation time. They demonstrated that the three-dimensional
(3D) simulations showed better agreement with experimental
data as compared with the 2D simulations. Acosta-Iborra et al.
(2011) reported a model validation towards gas-solid flow in a 3D
cylindrical BFB. The accuracy of the TFM was assessed, including
the velocity, frequency, and equivalent diameter of bubbles. Verma
et al. (2014) investigated the bubble behaviours in a cylindrical BFB
by experimental measurements and TFM simulations. Good
agreement was achieved for three types of Geldart Group B
particles.

However, several studies suggested that the TFM results showed
significant discrepancies from the experimental measurements.
Wau et al. (2016) found that the standard TFM could not correctly
reproduce the hexagonal bubble morphology observed in the
experiment. It might be attributed to the limitation of the 2D
geometrical configuration adopted in the simulation. As pointed
out by Bakshi, Altantzis, et al. (2018), the 2D simulation failed to
reproduce gas-solid hydrodynamics in BFBs and the 3D simulation
needed to be carried out. However, the 3D TFM simulation of
pseudo-2D BFBs is still challenging. Yang, Padding, Buist, and et al.
(2017) compared the simulation using a standard TFM and a novel
TFM considering the particle rotation effect in pseudo-2D and 3D
BFBs. As shown in Fig. 7, in the pseudo-2D BFB, the solid velocity
and flux predicted by the standard TFM deviate significantly from
the experimental data while the novel TFM provides a satisfactory
prediction. In the 3D BFB, both TFMs gave reasonable results. Thus,
it is necessary to use the state-of-the-art TFM (e.g., KTGF for rough
spheres) when modelling pseudo-2D BFBs.

Controversy also appears regarding the role of cohesive force in
the TFM simulation of BFBs within fine particles. It was noticed that
the standard TFM largely overestimated bed expansion (Mckeen &
Pugsley, 2003; Zimmermann & Taghipour, 2005). Zimmermann
and Taghipour (2005) gained a bed expansion deviation of 100%
by TFM simulations but approximately 20% by experiments. The
TFM failed to predict gas-solid flow in BFBs within Geldart Group A
particles, owing to the existence of heterogeneous structures, i.e.,
agglomerates or clusters. The formation of heterogeneous struc-
tures is related to the inter-particle cohesive force, which is not
considered in the standard TFM (Mckeen & Pugsley, 2003; Van
Wachem & Sasic, 2008). Wang et al. (2011) demonstrated that it
might be due to insufficient resolution in spatial and temporal
scales. The high-resolution simulation with fine grids and small
time steps could overcome this issue. However, Li et al. (2016)
demonstrated that fine grids could improve the prediction, but
the bed expansion height was still overpredicted by the TFM
simulation. Similar findings were evidenced by Sande and Ray
(2014). To improve the prediction accuracy of the TFM in simu-
lating BFBs within fine particles, the effect of heterogeneous
structures should be considered. Essentially, the formation of het-
erogeneous structures varies from gas-solid interactions. Hence,
efforts have been made to develop new drag models that can
accurately describe the interphase momentum exchange for fine
particles.

The drag models can be mainly divided into two categories, i.e.,
the drag model suitable for homogeneous systems and the one
feasible for heterogeneous systems. The former includes the drag
models proposed by Ergun and Orning (1949), Wen (1966),
Gidaspow (1994), Hill et al. (2001), Rong et al. (2013), etc, which are
derived from gas-solid flow in absence of heterogeneous structures.
In contrast, the energy-minimization multi-scale (EMMS) drag
model is the first one proposed considering heterogeneous struc-
tures (i.e., clusters) in the CFB riser, which treats the sub-grid flow
structure as a dense phase and dilute phase to correct the drag force
(Li & Kwauk, 1994; Yang et al., 2003). It was then extended to BFBs
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by replacing clusters with bubbles (Shi et al., 2011). Gao et al. (2018)
assessed different drag models for the TFM simulation of fluidized
beds within Geldart Group A particles. They demonstrated that the
EMMS drag model provided a better agreement with the experi-
mental data than the conventional drag models (e.g., the Gidaspow
drag model). Nevertheless, most validations of the TFM for gas-
solid flow in BFBs within fine particles were focused on limited
metrics, i.e., the bubbling expansion height and voidage profiles.
Hence, comprehensive model validations need to be conducted to
further examine the accuracy of the TFM.

The applicability of the MP-PIC in predicting hydrodynamics in
BFBs is still in controversy. Liang et al. (2014 ) found that the MP-PIC
could not capture the bubble coalescence in a BFB within Geldart
Group B particles and it predicted a homogenous gas-solid distri-
bution in the lateral direction. Lu, Benyahia, and Li (2017) simulated
gas-solid flow in a BFB within Geldart Group D particles, and they
also compared the CFD-DEM, CG-DEM, and MP-PIC results, as
shown in Fig. 8. The CFD-DEM and CG-DEM give reasonable pre-
diction regarding the solid vertical velocity and the results from the
MP-PIC severely deviates from the experimental data (Gopalan
et al., 2016). Nevertheless, several studies showed that the MP-
PIC could reasonably reproduce gas-solid hydrodynamics in BFBs
within fine particles (Feng et al., 2018; Karimipour & Pugsley, 2012;
Song et al., 2018). These simulations also observed the homoge-
neous distribution of time-averaged variables in the lateral direc-
tion, indicating that it was difficult for the MP-PIC to predict BFBs
within heterogeneous structures. In the MP-PIC, the solid pressure
(i.e., normal stress) model from Harris and Crighton (1994) is
commonly used while the solid shear stress accounting for trans-
lational motion, collision, and Coulomb friction is usually neglected.
Hence, the incapability of the MP-PIC in modelling gas-solid flow in
BFBs is attributed to the solid stress model. Verma and Padding
(2020) improved the solid stress model and velocity update
method in the traditional MP-PIC. The shear solid stress from
Srivastava and Sundaresan (2003) was implemented, and the
trilinear interpolation and mapping schemes were used. Based on
the same benchmark reported by Lu, Benyahia, and Li (2017), the
newly developed MP-PIC agreed well with the CFD-DEM results
and experimental data (Gopalan et al., 2016).

The validation of the DDPM regarding dense gas-solid flow in
BFBs has been seldom reported in the open literature. Cloete et al.
(2011) simulated a large-scale BFB and gave an acceptable predic-
tion of pressure drop. Ostermeier et al. (2019) demonstrated that
although the DDPM gave the pressure drop and bed expansion
height similar to the TFM, it could not reliably reproduce flow
patterns. Using CFD-DEM results as benchmarks, Chen and Wang
(2014) evaluated different numerical methods for predicting
impinging gas-solid flow. They demonstrated that the TFM failed to
predict the particle trajectory crossing effect while the DDPM failed
to predict the cases of jets merging, as shown in Fig. 9.

The CG-DEM shows an accurate prediction of dense gas-solid
flow in BFBs. Sakai et al. (2014) demonstrated that the CG-DEM
gave a reasonable prediction of bed height and pressure drop in a
BFB within Geldart Group B particles, consistent with the CFD-DEM
results. Liu et al. (2013) validated the CG-DEM towards a BFB within
Geldart Group B particles and gained a good prediction of bubble
characteristics. Lu, Benyahia, and Li (2017) comprehensively
assessed the accuracy of different methods in a BFB within Geldart
Group D particles and demonstrated that the CG-DEM predicted
reasonable gas-solid hydrodynamics. Hu, Luo, Wang, and et al.
(2019a, 2019b) compared the CG-DEM simulations with the
experimental data under different superficial gas velocities and a
good agreement was achieved in terms of the solid vertical velocity.

In summary, the higher-resolution methods can better predict
gas-solid hydrodynamics in BFBs with less model tuning. Based on
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Table 2, it is noted that various hydrodynamics metrics exist for
model validation. To ensure a rigorous and general examination of
comprehensive validations

numerical

methods,

should be
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performed, not only using different metrics but also under different
fluidization conditions.
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(d)

Fig. 9. Comparison of different methods to model impinging gas-solid flow, with a superficial gas velocity of 10 m/s and a solid volume fraction of 0.1: (a) TFM, (b) DDPM, (c) CFD-
DEM (k, =1000N/m) and (d) CFD-DEM (k, = 10 N/m). The particles are injected from two opposite sides with 45° angles, and the gas flow is introduced from the bottom.

Reproduced from Chen and Wang (2014).

3.1.2. Model validations in the CFB

Table 3 summarizes typical model validations regarding dense
gas-solid flow in CFBs. It is impractical to conduct validations of the
PR-DNS due to the unaffordable computational costs. In contrast,
the CFD-DEM has been widely validated towards CFBs within
coarse particles (i.e., Geldart Group B and D particles), which was
seldom validated towards CFBs within fine particles (i.e., Geldart
Group A and small Geldart B particles) due to the limit of compu-
tational resources. Luo et al. (2015) simulated a lab-scale CFB within
Geldart Group B particles using the CFD-DEM and correctly pre-
dicted the solid vertical velocity. Xu et al. (2018) comprehensively
validated the CFD-DEM towards a lab-scale CFB within Geldart
Group B particles. Reasonable agreement was achieved with a
proper drag model in terms of the pressure drop, solid circulation
rate, and inventory height. Capecelatro et al. (2014) validated the

Table 3
Validations of multi-scale methods in simulating CFBs.

CFD-DEM in 3D CFB riser regarding the solid volume fraction
fluctuation, cluster descent velocity, and cluster solid concentra-
tion. Carlos Varas et al. (2017) simulated a pseudo-2D riser within
Geldart Group D particles and they found that the simulation ac-
curacy varied under different superficial gas velocities. At a super-
ficial gas velocity of 6.74 m/s, the axial profile of solid concentration
deviated from the experimental data significantly. At a superficial
gas velocity of 5.95 m/s, the predicted cluster characteristics, e.g.,
cluster frequency, cluster volume fraction, and cluster aspect ratio
agreed well with experimental data.

For the CFBs within coarse particles, the TFM can generally
reproduce reasonable gas-solid hydrodynamics. Jin et al. (2010)
conducted a 2D simulation of a high-flux CFB and obtained
reasonable pressure gradient profiles by tuning collision parame-
ters. Li, Dietiker, and Shahnam (2012) performed a TFM simulation

Authors Year Method Geldart Bed Experiment Comparison results
Group geometry
Luo et al. (2015) 2016 CFD- B Pseudo-2D Muller et al. (2008) (1) Vyy: +
DEM
Xu et al. (2018) 2018 CFD- B 3D Xu et al. (2018) (1) Ap: +; (2) Gs:-; (3) Standpipe inventory height: +
DEM
Varas et al. (2017) 2017 CFD- B-D Pseudo-2D Varas et al. (2017) (1) es: +; (2) Gs: +; (3) Netuster: £ (4) eciuster: £ (5) Aciuster: £ (6) ARcluster: =3 (7)
DEM Ucluster: +
Li, Dietiker, and Shahnam 2012 TFM B 3D NETL CFB CP-iii (1) pressure gradient profile: +; (2) Vy,: +; (3) Gs: £
(2012)
Nikku et al. (2019) 2019 TFM B 3D Nikku et al. (2019) (1) Ap: +; (2) &5 +; (3) Viy: £: (4) Gy ci-
Yang et al. (2004) 2004 TFM A 2D Li and Kwauk (1) Gsct +; (2) e (radial and axial): +
(1994)
Gao et al. (2018) 2018 TFM A 3D Wei et al. (1998) (1) & (radial and axial): +
Yin et al. (2014) 2014 MP-PIC BJ/A 3D Yin et al. (2012) (1) Ap: +; (2) &5t +;
Richtberg et al. (1) Ap: +;
(2005)
Wau et al. (2018) 2018 MP-PIC A 3D Wang (2013) (1) es: +3 (2) Vg 5
Adamczyk et al. (2014) 2014 DDPM B 3D Adamczyk et al. (1) Ap:-; (2) e5i-;
(2014)
Adnan et al. (2018) 2019 DDPM A 3D Herbertetal. (1999) (1) Gs¢: +; (2) es: +;
Lu, Benyahia, and Li (2017) 2017 CG- B 3D NETL CFB CP-iii (1) pressure gradient profile: +; (2) Vg, +; (3) Gs: £
DEM

Vsy solid vertical velocity, G; solid flux, G solid circulation flux, efgas volume fraction, s solid volume fraction, Acjyser cluster size, ARcjuster aspect ratio of cluster, Ugpuser cluster
velocity, ecuster Cluster solids holdup, Neyseer Cluster frequency, Ap pressure drop, NETL CFB CP-iii: The details of the experiment can be found in https://mfix.netl.doe.gov/

challenge-problem-iii-2010/.
+ good, + acceptable, - poor.
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of a pilot-scale 3D CFB riser under three different operating con-
ditions and gained good agreement regarding the pressure gradient
and vertical solid velocity. However, it was found that the vertical
solid mass flux deviated from the experimental data significantly
for Case 3 (i.e., lowest gas velocity and solid circulation rate). Jalali
et al. (2018) simulated a lab-scale 3D CFB riser and correctly pre-
dicted the pressure distribution. The solid circulation rate obtained
from the simulation was 25% lower than the experimental mea-
surements. Nikku et al. (2019) simulated a lab-scale 3D CFB riser
and demonstrated only part of the quantities (e.g., axial pressure
profile, radial solid velocity profile) could be well predicted.

For the CFBs within fine particles (i.e., Geldart Group A and small
Geldart Group B particles), the TFM with the conventional drag
models cannot reproduce gas-solid hydrodynamics and tends to
overestimate the solid circulation rate (Agrawal et al., 2001; Yang
et al., 2004). It stems from the inadequate grid resolution as
pointed out by some researchers (Benyahia, 2012; Wang, 2008).
However, Zhou et al. (2014) suggested it remained as an open
question whether fine-gird TFM simulations could reproduce gas-
solid hydrodynamics without a modification of drag force.
Fullmer and Hrenya (2016) compared fine-grid TFM and CFD-DEM
simulations of dense gas-solid flow in an unbounded fluidization
system within Geldart Group A particles. Good agreement was
achieved regarding the mean slip velocity with relative errors of
less than 20% under different mean solid concentrations. Never-
theless, several simulations showed that although the high grid
resolution improved TFM prediction, the agreement between
simulations and experiments was still unsatisfactory (Hong et al.,
2016; Lu et al., 2009). Hong et al. (2016) assessed the influence of
grid size in the TFM simulation of a CFB within Geldart Group A
particles. As shown in Fig. 10, the near-wall clusters can be captured
with the decrease in grid size. However, the simulation cannot
reproduce the “S” shape profile of solid concentration. Besides, the
solid circulation flux is largely overestimated (e.g., 350% for the
finest grid) as compared with the experimental data.

The failure of TFM in predicting CFBs within fine particles is
generally attributed to unresolved heterogeneous structures.
EMMS drag model has been widely used to account for heteroge-
neous structures to improve prediction accuracy. It gives rise to
reasonable solid concentration distribution and solid circulation
rate, as compared with the conventional drag models. For example,
Yang et al. (2004) simulated dense gas-solid flow in a CFB riser
within Geldart Group A particles by the EMMS drag model. As
shown in Fig. 11, the EMMS drag model delivers a reasonable solid
circulation rate while the Gidaspow darg model overestimates it
considerably. Gao et al. (2018) demonstrated that the EMMS drag
model could reproduce a more reasonable axial profile of voidage
than the Gidaspow drag models when simulating a CFB riser. Dai
et al. (2015) demonstrated that the EMMS drag model was also
needed in the simulation of CFBs within small Geldart Group B
particles to ensure prediction accuracy. More discussions on the
drag models will be presented in the following section.

The MP-PIC and DDPM are incapable of accurately simulating
dense gas-solid flow in BFBs due to the simplification of inter-
particle collisions. In contrast, it is reasonable to use them to pre-
dict gas-solid flow in CFBs as the inter-particle collisions become
insignificant under lower solid concentrations. Yin et al. (2014)
simulated gas-solid flow in a pressurized high-flux CFB using the
MP-PIC and achieved good predictions regarding the axial profile of
pressure drop and radial distribution of solid volume fraction. Ma
et al. (2018) also reported the MP-PIC simulation of a high-flux
CFB and the predicted pressure profile across the full loop agreed
well with experimental data. Adamczyk et al. (2014) compared the
TFM and DDPM in simulating gas-solid flow in a pilot-scale CFB
within Geldart Group B particles. The two methods predicted
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comparable gas-solid hydrodynamics, but they all failed to predict
pressure drop in the bottom region of the bed. The CG-DEM was
also validated against CFB experiments. For example, Lu, Benyahia,
and Li (2017) simulated gas-solid flow in a pilot-scale CFB riser
within Geldart Group B particles using the CG-DEM and achieved
reasonable prediction of pressure profiles, solid vertical velocity
and solid flux. Similar to the TFM, the CG-DEM also needed the
EMMS drag model to predict heterogeneous gas-solid flow in CFBs
within fine particles (Song et al., 2018; Tu & Wang, 2018; Wu et al.,
2018).

Gas-solid flow in 3D CFBs was commonly simulated by simpli-
fying it into 2D ones in previous studies. However, 2D configuration
was found to be unreliable to simulate the fully 3D CFB. Li et al.
(2014) evaluated the difference between 2D and 3D simulations
of gas-solid flow in CFBs. They demonstrated that the 2D simulation
could not reproduce gas-solid hydrodynamics, as compared with
experimental data and 3D simulation results. The 2D simulation
restricted the intrinsic 3D gas-solid flow and could not obtain the
angular movements of gas-solid flow. The inlet and outlet bound-
ary conditions in the 2D simulations were not accurately accounted
for. Capecelatro et al. (2014) also pointed out that the 2D simulation
resulted in unphysical solid concentration and movements because
particle motions were restricted to a plane. The effect of the 2D
assumption may depend on the fluidization condition. For instance,
Almuttahar and Taghipour (2008a) found that the 2D TFM simu-
lation gave reasonable gas-solid flow patterns for a high-density
CFB, but the prediction deviated significantly from the experi-
mental data for a low-density CFB. Therefore, 3D configurations are
more recommended for CFB simulations than 2D ones.

As shown in Table 3, several metrics, including the axial profile
of pressure, radial profile of solid velocity and voidage profiles, are
commonly employed to validate the TFM and CGM in modelling
gas-solid flow in CFBs. However, the comparison of some crucial
metrics has been seldom reported. For example, there are very
limited comparisons regarding the cluster characteristics using the
TFM and CGM (Fullmer et al., 2017; Wang, 2008). Lu, Benyahia, and
Li (2017) evaluated the capability of the CFD-DEM and TFM to
predict the cluster behaviours of Geldart Group A particles. The PR-
DNS simulation was used as a benchmark. The results showed that
the CFD-DEM could reasonably capture the cluster size, while the
TFM could not correctly reproduce cluster characteristics. Both
methods underpredicted the slip velocity and overpredicted the
cluster aspect ratio. Thus, more comprehensive validations about
gas-solid flow in CFBs using the TFM and CGM are needed.

3.1.3. Computational efficiency

It is necessary to conduct high-resolution simulations for
analyzing gas-solid hydrodynamics in fluidized beds, but it suffers
from high computational costs. Although the simulation can be
efficiently accelerated by parallel computation, the modelling
scales for different numerical methods still have upper limits. For
comparison, some “large-scale” simulations under the corre-
sponding numerical method are presented in Fig. 12.

For the PR-DNS, the major computation costs take place in the
solution of governing equations of the fluid phase due to the huge
grid number. Specifically, the grid resolution (A/d,) of PR-DNS is
typically lower than 1/10 (Esteghamatian et al., 2017; Luo et al,,
2016). Hence, the PR-DNS can only simulate small-scale fluidized
beds within a few thousand particles 0(~10%). Deen and Kuipers
(2014) simulated a dense gas-solid system involving momentum
and heat transfer using the PR-DNS. The system contained 663
suspended particles and the grid number was 24 million. Luo et al.
(2016) reported a high-resolution PR-DNS simulation of a lab-scale
BFB. The particle number was 9240 particles and the grid number
was 58.6 million. It took approximately 162 days on 150 CPU
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Fig. 10. (a) Instantaneous snapshots of solid volume fraction and (b) axial profiles of solid volume fraction, with AG denoting the grid size. Reproduced from Hong et al. (2016).
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Fig. 11. Comparison of predicted outlet solid fluxes and experimental data, with drag model A denoting the Gidaspow drag model and model B denoting the EMMS drag model.

Reproduced from Yang et al. (2004).

(Central Processing Unit) cores for a physical time of 2.7s.
Combining GPU (Graphics Processing Units) and LB method paves
the way to speed up the PR-DNS. For example, Xiong et al. (2012)
investigated gas-solid suspensions with about 10° particles in a
3D domain using the LB-based PR-DNS. Performance verification
showed that the speedup of a GPU (Tesla C2050) to a single-core
CPU (Intel E5520) was about 40.

In contrast, the grid resolution (A/dp) (Peng et al., 2014) in the
CFD-DEM simulation is typically 3—5, making it suitable to simulate
large-scale fluidized beds within more than 106 particles. Accord-
ingly, the bottleneck of the computational efficiency in the CFD-
DEM simulation is the calculation of particle dynamics. Liu et al.
(2014) demonstrated that the DEM solver takes approximately
90% of the total computation time. As shown in Fig. 12, the CFD-
DEM can generally simulate millions of particles with a high-
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efficient parallelization algorithm in lab-scale fluidized beds
(Jajcevic et al., 2013; Tsuji et al., 2008; Wang, Luo, et al., 2017). One
of the largest scales of the CFD-DEM simulations was conducted by
Capecelatro and Desjardins (2013b), where 4,096 CPU cores were
used to simulate a fluidized bed within 382 million particles using
200 million grids.

Featuring lower resolution but higher efficiency, the TFM and
CGM have been commonly employed to simulate large-scale flu-
idized beds within more than 10° particles. In these simulations,
coarse grids were used to reduce computational costs. Besides, the
TFM and CGM are very efficient in modelling the solid phase. It is
worth noting that the simulation of industrial-scale fluidized beds
using fine grids is currently impractical, where the grid number
may be in the order of 10"'—10'3. Using coarse grids causes severe
discrepancies as the heterogeneous flow structures can not be well
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Fig. 12. Multi-scale simulations of fluidized beds in recent years.

captured (Agrawal et al, 2001). Therefore, sub-grid models
considering the heterogeneous flow structures are needed to
address the issue.

3.1.4. Discussions

As demonstrated by van der Hoef et al. (2008), a multi-scale
modelling strategy can be employed to achieve a compromise be-
tween numerical resolution and computation costs. For instance,
the PR-DNS resolves gas-solid flow in the highest fidelity among all
numerical methods. Hence, the PR-DNS are often used to develop
sub-models for coarse-scale methods (e.g., CFD-DEM, TFM). How-
ever, due to the highest computation costs, the PR-DNS is
commonly applied to model small-scale fluidized beds within
limited particles.

The CFD-DEM can gain a reasonable prediction of gas-solid flow
in both BFBs and CFBs. However, discrepancies were still reported
in some previous studies, which needs further identification of
error sources. Besides, the CFD-DEM validation of gas-solid flow in
fluidized beds within fine particles needs to be further conducted.

The TFM can also gain an acceptable prediction of gas-solid flow
in most cases. However, the TFM often requires more model tuning
than the CFD-DEM does, making it a less generalized method.
Compared with the CFD-DEM, the TFM has several inherent limi-
tations. Firstly, the TFM cannot track individual particles, making it
impractical to obtain particle-scale information (e.g., particle resi-
dence time, particle rotation, and particle dispersion). Besides, the
TFM is incapable to describe the size or shape change of the particle
due to chemical reactions. Moreover, the TFM is difficult to depict
polydisperse particles because each particle species needs to be
modelled by a separated governing equation. Fortunately, several
novel methods were proposed to achieve particle tracking in the
TFM simulation (Ramkrishna, 2000). To account for the spatial and
temporal evolutions of particle properties, the TFM is coupled with
the population balance equation (PBE) (McGraw, 1997). One of the
most crucial ways to solve PBE is the quadrature-based moment
method (QBMM) (McGraw, 1997). With QBMM, the TFM can be
applied to simulate gas-solid flow in fluidized beds with particle
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agglomeration and breakage (Khadilkar et al., 2014; Sun et al,,
2017), heterogeneous chemical reactions (Li et al., 2013; Liu,
LaMarche, et al., 2017), and so on.

The CGM can be regarded as an alternative to the TFM to speed
up simulations. The MP-PIC treats inter-particle collisions in the
most simplified way and special attention needs to be paid to
collision-dominant regimes, such as the bubbling fluidization
regime. For the CG-DEM (Chew et al., 2013; Kazari, 1995; Liu et al.,
2013; Lu et al., 2016; Sakai et al., 2010), the similarity between real
particle collisions and parcel collisions has not been proven
analytically. Hence, more attention should be paid to the model
development of the coarse-grained method.

Model validation is of primary importance for the simulation of
gas-solid flow in fluidized beds under different fluidization re-
gimes. Some discrepancies may result from experiment conditions
(e.g., non-sphericity, polydispersity), measurement techniques, and
post-processing treatment. On the other hand, tuning sub-models
and their parameters is usually required to obtain reasonable pre-
dictions. It is significant to know the performance and sensitivity of
various sub-models and parameters. Moreover, model validations
should be conducted under multiple flow conditions and compre-
hensive metrics (e.g., velocity profiles at different heights, bubble or
cluster characteristics).

3.2. Sensitivities of drag models

Drag force is a dominant interphase force in dense gas-solid
flow and greatly affects the simulation results. A variety of drag
models have been available in the literature, which can be generally
divided into homogeneous drag models and heterogeneous drag
models. The homogeneous drag models derived from experiments
or PR-DNS are suitable for modelling fluidized beds within homo-
geneous solid distributions. Table 4 summarizes the commonly
used homogenous drag models.

The sub-grid solid distribution can be either homogenous or
heterogeneous (see Fig. 13). Except for the PR-DNS, most simula-
tions cannot capture the realistic sub-grid solid distribution,
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leading to considerable discrepancies when modelling fluidized
beds within heterogeneous flow structures. The heterogeneous
drag model considering such a sub-grid effect (i.e., heterogeneous
flow structures) can be obtained by multiplying a heterogeneous
index Hy in the homogeneous drag model to account for the effect
of sub-grid structures on the drag force:
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Heterogeneous drag models can be achieved in two ways, i.e.,
filtered drag model and EMMS drag model. The filtered drag model
is established by filtering data generated from high-resolution TFM
(Agrawal et al., 2001; Chu et al., 2016; Cloete et al., 2018; Igci &
Sundaresan, 2011; Jiang et al., 2019; Milioli et al., 2013; Sarkar
et al., 2016; Schneiderbauer & Pirker, 2014) or CFD-DEM (Radl &
Sundaresan, 2014) simulations. Different parameters were
employed as markers for constructing filtered drag models,

ia=H 51 . : . . . .
Bsubgria = HaBhom ogenous (51) including the filter size, solid volume fraction (Igci & Sundaresan,
Table 4
Summary of commonly used homogeneous drag models.
No. Model Coefficient
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Fig. 13. Typical solid distributions within a computational grid: (a) homogeneous distribution; (b) heterogeneous structure A; (c) heterogeneous structure B.

2011; Parmentier et al., 2012; Radl & Sundaresan, 2014), slip ve-
locity (Milioli et al., 2013; Sarkar et al., 2016; Schneiderbauer &
Pirker, 2014), the wvariance of solid volume fraction
(Schneiderbauer, 2017), etc. As the filtering process involves
handling large data sets, machine learning techniques can be a
promising way for model development. For example, Jiang et al.
(Jiang et al., 2019) applied the neural network to derive a predictive
model for sub-grid drift velocity and found that the solid volume
fraction, slip velocity, and gas pressure gradient were important
markers for estimating the drift velocity used in the filtered drag
model. In contrast, the EMMS theory (Li & Kwauk, 1994) was pro-
posed to describe the stability condition for heterogeneous flow
structures. It demonstrated that the energy consumption for sus-
pending and transporting particles per unit mass, Ny, tended to be
minimal (Ns; — min). This theory was later extended to integrate
with multi-scale numerical methods to quantify the effects of
heterogeneous flow structures (Yang et al., 2003, 2004). The EMMS
drag model regards the heterogeneous flow structures as two sub-
systems (Fig. 13(b)), namely the dilute phase and dense (cluster)
phase. In the EMMS drag model, the conservation equations for the
dilute and dense phases, empirical cluster diameter correlation,
and stability condition are solved to determine the drag force.
Detailed information is documented in the literature (Chen et al,,
2016; Shuai et al,, 2014; Wang & Li, 2007). Compared with the
homogeneous distribution, the presence of heterogeneous flow
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structures leads to a reduced drag force. As shown in Fig. 14, the
heterogeneity indices (Hy) for the filtered drag model and EMMS
drag model can be as low as ~ 0(1072) (Gao et al., 2018). Besides, the
critical role of the local solid concentration gradient (Fig. 13(c)) in
the interphase momentum exchange was also recognized, and the
correction models were proposed to consider such heterogeneity
(Li, Wang, et al.,, 2017; Su & Zhao, 2017; Zhu et al,, 2018). The
applicability of different drag models in simulating gas-solid flow in
fluidized beds will be discussed in the following sections.

3.2.1. Bubbling fluidized bed

Homogeneous drag models are commonly used to simulate gas-
solid flow in BFBs within coarse particles (Geldart Group B and D
particles). Muller et al. (2008) compared the effects of different
homogeneous drag models (i.e., Model C, E, and F in Table 4) in a
BFB within Geldart Group D particles, and they found that the BVK
drag model gave the best agreement with experimental data. Ku
et al. (2013) also investigated the effects of three homogeneous
drag models (i.e., Model C, modified Model D, and Model F in
Table 4) in a BFB within Geldart Group D particles, and the results
showed that the three drag models led to similar mean pressure
profiles but different pressure fluctuations. Bakshi et al. (2015)
compared the performance of Gidaspow and Syamlal-O’Brien
drag models in modelling gas-solid flow in BFBs within Geldart
Group B and D particles. They pointed out that the Gidaspow drag
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Fig. 14. Heterogeneity index (H,) of various drag models as a function of voidage at different Reynolds numbers (Re): (a) Re = 4; (b) Re = 20. Note that the drag models shown in the
figures consist of: (i) homogenous drag models (Beetstra et al., 2007a; Gidaspow, 1994; Tenneti et al., 2011) (including Gidaspow, BVK, TGS). (ii) heterogeneous drag modes,
including filtered drag models (Igci & Sundaresan, 2011; Radl & Sundaresan, 2014; Sarkar et al., 2016) (e.g., Sarkar, Igci, Radl, Sarkar), EMMS drag model (Yang et al., 2003) and MMS

drag model (Mehrabadi et al., 2016). Reproduced from Gao et al. (2018).
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model was more suitable for homogeneous bubbling fluidization
regimes (U/Ups < 4) while the Syamlal-O’Brien drag model was only
applicable for high gas velocity conditions (U/Ups > 4). A similar
conclusion was also reported by Lungu et al. (2016).

The applicability assessment of several drag models was re-
ported (Agrawal et al., 2018; Koralkar & Bose, 2016; Liu & van
Wachem, 2019) based on the National Energy Technology Labora-
tory (NETL) BFB challenge problem (Geldart Group D particles)
(Gopalan et al., 2016). Liu and van Wachem (2019) compared five
homogenous drag models (i.e., Model A, B, C, E, and F in Table 4) in
predicting gas-solid flow in the NETL BFB. The macroscopic flow
characteristics (e.g., pressure drop, pressure fluctuation) predicted
by the different drag models were qualitatively consistent. The BVK
drag model could well capture the mean and root mean square
(RMS) solid velocities under low gas velocity conditions. However,
discrepancies between the prediction and experimental data in
terms of several metrics (see Table 2) were still observed for all drag
models. Agrawal et al. (2018) assessed various drag models (i.e.,
Model A, C, E, F, EMMS drag model, and Ayeni drag model (Ayeni
et al,, 2016)) in modelling gas-solid flow in the NETL BFB. The
simulation results showed all drag models could not gain accurate
prediction with experimental data for all fluidization conditions.
Overall, the Di Felice drag model (Di Felice, 1994) and Ayeni drag
model (Ayeni et al., 2016) gave a more reasonable prediction than
the other drag models. Koralkar and Bose (2016) compared six drag
models (i.e., Model A, B, C, D, E, and G) in modelling gas-solid flow
in the NETL BFB, and the results showed that the Rong drag model
gave the best prediction of pressure drop and RMS of solid velocity
among all drag models.

For modelling gas-solid flow in BFBs within fine particles (Gel-
dart Group A particles), the necessity of using heterogeneous drag
models has been demonstrated by many studies based on the TFM
(Feng et al., 2018; Hong et al., 2018; Li, Wang, et al., 2017; Li & Yang,
2017; Lv et al., 2014; Mckeen & Pugsley, 2003; Wang et al., 2016).
Compared with homogenous drag models, the heterogeneous drag
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models (e.g., EMMS drag model and filtered drag model) generally
provide a better prediction of gas-solid flow in BFBs within fine
particles. As shown in Fig. 15, Hong et al. (2018) found that the
EMMS drag model correctly captured the radial profile of solid
concentration, while the Gidaspow drag model led to a nearly
uniform solid distribution with great discrepancies. It is worth
noting that the heterogeneous drag models can be applicable for
BFBs within small Geldart Group B particles. For example, Li and
Yang (2017) investigated the effect of drag models on the flow
hydrodynamics in five BFBs within small particles (65—350 um).
The results showed that the heterogeneous drag model yielded a
more reasonable prediction than the Gidaspow drag model for both
Geldart Group A and small Geldart Group B particles. However,
both two drag models insignificantly affect gas-solid flow in BFBs
within Geldart Group B particles.

3.2.2. Circulating fluidized bed

CFB has a lower solid concentration than BFB does, indicating
the vital role of interphase interactions in modelling gas and solid
hydrodynamics. In the CFB, the heterogeneous structures (i.e.,
cluster) significantly influence interphase interactions. Compared
to the isolated particle, the gas-solid interactions, including the
drag force (Helland et al., 2007; Shah et al., 2013) and mass transfer
(Hou et al., 2013; Lu, Peters, & Kuipers, 2018; Wang, Luo, et al.,
2017), are greatly reduced in the cluster. The effect of heteroge-
neous structures on gas-solid flow depends on the cluster size.
Leckner (2017) pointed out that the cluster is much more pro-
nounced for Geldart Group A particles and small Geldart Group B
particles. The cluster nearly diminishes for Geldart Group D parti-
cles and large Geldart Group B particles. Lu et al. (2011) also found
that the difference in prediction accuracy between the homoge-
neous and EMMS drag models diminished for large particles. A
similar conclusion was also reported by Xie et al. (2018). Hence, the
homogeneous drag model can yield reasonable gas-solid
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particles. Reproduced from Hong et al. (2018).
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hydrodynamics when modelling CFBs within coarse particles (Li,
Dietiker, & Shahnam, 2012; Luo et al., 2015; Xu et al., 2018).

On the other hand, many TFM or CGM studies showed that it
was necessary to use heterogeneous drag models to simulate gas-
solid flow in CFBs within fine particles (Dai et al., 2015; Li, Wang,
et al, 2017; Shuai et al., 2014; Wang & Li, 2007; Yang et al,,
2004). For instance, Xie et al. (2018) compared the effects of six
homogenous drag models (Model A-E and Ergun-Wenyu drag
model), a filtered drag model (Sarkar drag model (Sarkar et al.,
2016)) and three EMMS drag models (EMMS-Yang (Yang et al.,
2003), EMMS-Matrix (Wang & Li, 2007) and EMMS-QL (Chen
et al., 2016)) on the prediction accuracy of gas-solid flow in CFB
risers. For the riser within Geldart Group A particles, the homog-
enous drag models extremely over-estimated the circulation flux
by 350%. The EMMS-QL drag model provided the most accurate
prediction of circulation flux estimation among all heterogeneous
drag models with a relative error of 24%.

3.2.3. Discussions

It is hard to suggest which one is the best among all drag models
for modelling gas-solid flow in all fluidization regimes. However,
the assessment of available drag models still provides valuable
principles for the selection of drag models in a specific fluidization
regime. The heterogeneous drag models are unnecessary for
modelling gas-solid flow in fluidized beds within coarse particles
but are required for modelling gas-solid flow in fluidized beds
within fine particles. Besides, the simulation accuracy of modelling
gas-solid flow in fluidized beds within fine particles using hetero-
geneous drag models still needs to be improved. Specifically, the
empirical cluster sub-models in the EMMS drag model play a vital
role in prediction accuracy (Dai et al., 2015), but a general cluster-
based sub-model is still lacking. As previously mentioned, the
filtered drag model also needs further development to enhance
generality and reliability (Gao et al., 2018).

In essence, the drag force combines the effects of voidage (also
solid volume fraction) and slip velocity. Thus, the calculation of the
voidage highly determines the drag force. Taking the CFD-DEM as
an example, the fluid quantitates need to be interpolated to the
position of each particle and vice versa for calculating interphase
momentum exchanges. The solid volume fraction in a specific cell is
given by:

1

n
&s :%Zizlwitemivp,i (52)

where Vi is the cell volume and Wiy, is the interpolation weight.
In the CFD-DEM, the continuous gas phase and discrete particles
are modelled under different frameworks. A bridge linking the two
sides together is significant for calculating interphase momentum
exchanges. As illustrated in Fig. 16(a), the particle needs the infor-
mation of its local gas field quantities as its boundary conditions,
and the effect of the presence of the particle should be transferred
back to the governing equations of the gas phase through a source
term. The interpolation from discrete particles to the continuum
field is often termed backward interpolation or mapping. The
interpolation from the continuum field to the particle position is
termed forward interpolation. The calculation of voidage (&) and
mapping of quantities (¢) from the discrete particles to the
continuous field is achieved by several methods, as shown in
Fig. 16(b) (Clarke et al., 2018). The simplest mapping scheme is the
particle-centroid method (PCM), where a particle belongs to the
cell within the particle centroid (Wiem;€(0,1]). Another
commonly used mapping method is the divided particle volume
method (DPVM). The interpolation weight is calculated based on
the fraction of the particle volume occupied by nearby cells. In the
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statistical kernel method, the interpolation weight is obtained
based on the kernel function (e.g., Gaussian distribution), where a
particle can influence a region 3—5 times larger than its diameter.
The satellite point method employs multiple points to represent a
particle, and the interpolation weight can then be determined by
summing the satellite points. Different mapping methods lead to
distinct local volume fractions. Clarke et al. (2018) demonstrated
that the PCM was not suitable for the fine grid (A/d, = 1.6), and the
DPVM gave the best agreement with experimental data. Wang et al.
(2019) demonstrated that the influence of more surrounding cells
should be considered to accurately capture the drag force when the
grid size was comparable to particle size (h/d, = 1). The results
showed that the statistical kernel method provided a promising
way to handle the scenario where the grid size approaches particle
diameter.

3.3. Sensitivities of collision models

In addition to the interphase momentum exchange, an accurate
simulation also relies on the proper selection of interparticle
collision models. In general, particle collisions include particle-
particle collisions and particle-wall collisions, both critical to the
simulation of gas-sold flow in fluidized beds. The collision pro-
cedure can be fully resolved by the DEM while it is simplified and
described by a solid stress term in the TFM based on the kinetic
theory of granular flow. Note that the collision is oversimplified in
the MP-PIC and DDPM. Hence, we mainly focus on the CFD-DEM
and TFM in this section.

Collision parameters (e.g., restitution coefficient, friction coef-
ficient) are used in both the CFD-DEM and TFM. In the CFD-DEM,
the friction coefficient consists of the sliding friction coefficient
and rolling friction coefficient. The friction coefficient in the
following sections refers to the sliding friction coefficient for con-
venience unless specific definition. Besides, the repulsive force
during the particle collision is linearly dependent on the spring
constant. A higher spring constant leads to a shorter collision time.
A small solid time step is usually required to capture particle col-
lisions accurately when a high spring constant is used. Hence, a
small spring constant is often used to reduce the computation cost.
These parameters are the physical properties of the particle, but it is
still challenging to obtain them through experimental measure-
ments. As a result, the tuning of collision parameters is inevitable in
practice to achieve a successful fluidized bed simulation.

3.3.1. Bubbling fluidized bed

Some typical numerical studies of the collision models and pa-
rameters are summarized in Table 5. In general, the modelling of
gas-solid flow in BFBs is found to be sensitive to collision models
and parameters due to the relatively high solid concentration. The
restitution coefficient characterizes the energy loss or retention
during particle collisions, and a higher restitution coefficient cor-
responds to less energy loss. Several studies claimed that the
simulation results were insensitive to the restitution coefficient as
long as some routes of energy dissipation were provided (Li,
Dietiker, & Shahnam, 2012; Miiller et al., 2009), while many other
studies demonstrated that the restitution coefficient played a vital
role in reproducing fluidization dynamics (Goldschmidt et al.,
2001; Reuge et al., 2008). Wang, Chao, and Jakobsen (2010)
demonstrated that the restitution coefficient greatly influenced
solid circulation patterns. Several studies showed that increasing
the restitution coefficient led to fewer bubbles, and the perfect
elastic collision (e =1.0) caused bubble elimination (Fede et al.,
2016; Goldschmidt et al.,, 2001; Loha et al., 2014; Reuge et al.,
2008; Verma et al., 2013; Zhao, Lu, & Zhong, 2015). In other
words, the homogeneity of gas-solid flow is intensified with the
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Fig. 16. (a) Interpolation between continuum field and discrete particles (Zhang et al., 2020); (b) Different backward interpolation/mapping methods of the voidage: (i) analytical
method, (ii) particle centroid method (PCM), (iii) divided particle volume method (DPVM), (iv) statistical kernel method, and (v) satellite point method. Reproduced from Clarke

et al. (2018).
Table 5
Evaluations of the collision models and parameters.
Method Models and Literature
Parameters

BFB Parameters

Restitution

DEM: Goldschmidt et al. (2001); Li and Kuipers (2007); Miiller et al. (2009); He et al. (2012); Ku et al. (2013); Bakshi, Altantzis, et al.

TFM: Reuge et al. (2008); Wang, Chao, and Jakobsen (2010); Li et al. (2010); Verma et al. (2013); Loha et al. (2014); Zhao, Zhou, et al.
(2015); Fede et al. (2016); Geng et al. (2016); Yang, Padding, Buist, and et al. (2017)

coefficient (2018);
Friction

coefficient

Specularity

coefficient et al. (2016)

Models

DEM: Li and Kuipers (2007); Miiller et al. (2009); Ku et al. (2013); Bakshi, Altantzis, et al. (2018); Hamidouche et al. (2019)
TFM: Li and Benyahia (2012); Zhao, Zhou, et al. (2015); Yang, Padding, Buist, and et al. (2017)
TFM: Li et al. (2010); Li and Benyahia (2012); Loha et al. (2013); Altantzis et al. (2015); Bakshi et al. (2015); Fede et al. (2016); Geng

Solid stress model TFM: Patil et al. (2010); Reuge et al. (2008); Verma et al. (2013); Farzaneh et al. (2015); Geng et al. (2016); Yang et al. (2016); Lungu

et al. (2016); Kia and Aminian (2017); Haghgoo et al. (2018)

Solid boundary
model

CFB Parameters Restitution

TFM: Reuge et al. (2008); Fede et al. (2016); Geng et al. (2016); Yang, Padding, Buist, and et al. (2017); Haghgoo et al. (2018)

DEM: Zhang et al. (2008); Han et al. (2015); Liu, Papadikis, et al. (2017)
TFM: Almuttahar and Taghipour (2008b); Jin et al. (2010); Cloete et al. (2011); Benyahia (2012); Kong et al. (2014); Upadhyay and

TFM: Jin et al. (2010); Cloete et al. (2011); Benyahia (2012); Kong et al. (2014); Upadhyay and Park (2015); Cloete et al. (2016)

coefficient
Park (2015); Cloete et al. (2016)
Friction DEM: Zhang et al. (2008); Han et al. (2015); Liu, Papadikis, et al. (2017)
coefficient
Specularity
coefficient

Models
Solid boundary
model

Solid stress model TFM: Cloete et al. (2011); Upadhyay and Park (2015); Qiu et al. (2017)
TFM: Almuttahar and Taghipour (2008a); Kong et al. (2014); Upadhyay and Park (2015); Cloete et al. (2016)

increased restitution coefficient. However, conclusions about the
influence of the restitution coefficient on bed height can be
controversial. Some studies demonstrated that increasing the
restitution coefficient led to a higher bed height (Bakshi, Altantzis,
et al., 2018; Fede et al., 2016; Reuge et al., 2008; Verma et al., 2013).
Loha et al. (2014) and Li and Benyahia (2012) pointed out that the
bed height increased with the decrease in the restitution coeffi-
cient. Zhao, Zhou, et al. (2015) demonstrated that the solid trans-
lational kinetic energy was doubled when the restitution
coefficient was reduced from 0.97 to 0.6. It was interesting to find
that increasing the restitution coefficient resulted in a lower solid
kinetic energy. It is noted that several studies of the spouted bed
also demonstrated that increasing the restitution coefficient
restrained translational particle movements (Hu et al., 2019a,
2019b; van Buijtenen et al., 2009; Yang et al., 2014a). Specifically,
Hu et al. (2019a, 2019b) demonstrated that increasing the restitu-
tion coefficient led to an intensified particle-wall interaction, which
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in turn restrained the translational particle movements. For the
BFB, further efforts are required to clarify the comprehensive in-
fluence of the restitution coefficient.

The friction coefficient is used to determine the sliding effect of
the collision in the tangential direction. During the collision pro-
cedure, the energy loss tends to increase at the increased friction
coefficient. However, controversies still exist about the influence of
the friction coefficient on bed hydrodynamics. Miiller et al. (2009)
found that the friction coefficient showed a minor effect on voidage
distributions. Based on the CFD-DEM, Bakshi, Altantzis, et al. (2018)
pointed out that increasing the friction coefficient reduced bed
height. Nevertheless, the TFM simulations conducted by Yang,
Padding, Buist, and et al. (2017) and Zhao, Zhou, et al. (2015) sug-
gested that increasing friction coefficient led to more vigorous solid
movements and more considerable bed expansion. Further in-
vestigations are still needed to clarify the influence of the friction
coefficient. The above discussions are about the sliding friction
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coefficient, and special attention needs to be paid to the rolling
friction coefficient. The rolling torque is generated from the rolling
friction that is related to the rolling friction coefficient. Goniva et al.
(2012) numerically studied the effect of the rolling friction coeffi-
cient on the particle velocity in a pseudo-2D spout-fluidized bed
where a dilute phase is in the spout region while a dense phase is in
the annulus region. The results demonstrated that increasing the
rolling friction coefficient from 0 to 0.125 improved the prediction
accuracy in the annulus region where the particle-particle/wall
collision force is dominant. However, the rolling friction coeffi-
cient has a negligible influence in the spout region where gas-solid
drag force is dominant (see Fig. 17). This conclusion was also
convinced by Yang et al. (2016b), who found that further elevating
the rolling friction coefficient from 0.125 to 0.35 insignificantly
improved prediction accuracy. The above conclusions indicate that
the rolling friction coefficient is necessary for modelling collision-
dominated dense gas-solid flow in BFBs but is expected to be un-
necessary in modelling drag-dominated dilute gas-solid flow in
CFBs.

In the CFD-DEM, the particle-particle/wall collisions are
commonly modelled using the soft-sphere contact model based on
a linear spring-dashpot (LSD) assumption or a non-linear Hertzian
assumption. The rebound feature of the colliding particles is
described by the spring constant and Young’s modulus, respec-
tively. Most researchers continue to use the LSD model due to its
simplicity, and reasonable accuracy for different applications
(Bakshi, Altantzis, et al., 2018; Di Renzo & Di Maio, 2004). In the LSD
model, the spring represents the rebound off the colliding particles
and the dashpot mimics energy dissipation arising from inelastic
particle deformation. Due to the difficulties in the measurement of
impact properties, the spring constant is often estimated based on
different analytical and semiempirical approaches. Tangential-
normal spring stiffness ratio k:/k, depends on the structural prop-
erties and is approximately 2/3 for most materials (Silbert et al.,
2001). For non-cohesive particles, the choice of spring stiffness is
shown to have little impact on bubbling dynamics (Gu et al., 2016;
Kaneko et al., 1999; Moreno-Atanasio et al., 2007) while other
studies indicate severe consequences on particle velocities
(Lommen et al., 2014; Paulick et al., 2015). Recently, via identifying
critical model parameters in CFD-DEM simulations of 3D fluidized
beds through multivariate sensitivity analysis, Bakshi, Altantzis,
et al. (2018) pointed out that an extremely low spring constant
(kn =10 N/m) led to unrealistic gas-solid dynamics. They suggested
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the spring constant in modelling low-velocity (10—30 m/s) fluid-
ized beds should be larger than 100 N/m. Lungu et al. (2022)
demonstrated that the CG-DEM was sensitive to the value of the
spring constant specified, unlike the conventional CFD-DEM.
Increasing the spring constant by a factor of 10 from 80 N/m to
8000 N/m gradually altered the fluidization dynamics from slug-
ging/bubbling to a flow structure resembling fast fluidization for all
operating conditions. The influence of spring constant on bed hy-
drodynamics needs to be further assessed.

The non-linear Hertzian model has been increasingly applied in
DEM simulations with the rapid development of computer hard-
ware because this model is time-expensive to resolve the collision
procedure by integrating overlap displacements between two
particles (Horabik & Molenda, 2016). In the non-linear Hertzian
model, Young’s modulus is a mechanical property that measures
the tensile or compressive stiffness of a solid material when the
force is applied lengthwise, which quantifies the relationship be-
tween tensile/compressive stress and axial strain in the linear
elastic region. In the DEM simulation, Young’s modulus with
several orders smaller (1-100MPa) than the original one
(1100 GPa) is commonly used as a general practice, so bigger time
steps can be taken for simulations to reduce computational costs
(Qi, 2017). The contact radius is overestimated with the smaller
Young’s modulus in the DEM model which results in an over-
prediction of the conductive heat transfer rate. A coefficient ¢ (=

Y /YS)U 5) is incorporated to correct the overestimated contact
radius (Zhou et al., 2008), which is related to the value of Young’s
modulus used in the DEM model Y* and the real value of Young’s
modulus of the materials. Moreover, according to the sensitivity
study of the particle properties in the CFD-DEM simulation (Yang
et al,, 2014b), Young’s modulus in the range of 10’—10° Pa insig-
nificantly affects simulation results.

Zhao, Zhou, et al. (2015) simulated gas-solid flow in a pseudo-2D
BFB using the TFM, and they found that the particle-wall friction
coefficient was the most important parameter, followed by the
normal restitution coefficient for inter-particle collision. The inter-
particle friction coefficient, tangential restitution coefficient, and
normal particle-wall restitution coefficient showed minor effects.
Yang, Padding, Buist, et al. (2017) investigated the influences of
collision parameters in modelling a pseudo-2D BFB, and they found
that the inter-particle friction coefficient significantly affected the
solid movements while the inter-particle restitution coefficient had

an insignificant impact. Bakshi, Altantzis, et al. (2018)
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Fig. 17. Profiles at the height z=0.1m (a) and z=0.05 m (b) of time-averaged vertical particle velocity for varying particle-particle rolling friction, with the present results being
compared to data obtained with PEPT and simulation both by van Buijtenen et al. (2011). Reproduced from Goniva et al. (2012).
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comprehensively analyzed the sensitivity of collision parameters in
simulating gas-solid flow in a pseudo-2D fluidized bed. Four met-
rics were used for evaluation, i.e., bubble size, lateral bubble posi-
tion, particle root mean square (RMS) velocity, and average particle
height. As shown in Fig. 18 regarding the quantification of sensi-
tivity using a Morris-One-At-a-Time (MOAT) method, the most
influential parameters were found to be the inter-particle friction
coefficient, inter-particle restitution coefficient, particle-wall
restitution coefficient, and inter-particle tangential-normal damp-
ing ratio. Besides, the particle RMS velocity, average bubble size,
and average height increased when the lower-energy-dissipation
parameters were adopted, i.e., a larger restitution coefficient and
a smaller friction coefficient. Moreover, the effects of the restitution
coefficient, friction coefficient, and tangential damping strongly
interacted with each other. For instance, the sensitivity to the
normal restitution coefficient decreased with the increase in fric-
tion coefficient. Thus, uncertainty quantification could be an
essential tool to evaluate the influence of collision parameters.
Other parameters (e.g., operating conditions and bed geometry)
will also perform an interactive effect on the collision parameters,
which requires further studies.

As pointed out by Wu et al. (2019), the solid stress model con-
tinues to be a major challenge for the TFM modelling of fluidized
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beds, especially BFBs within the dense gas-solid flow. The solid
stress tensor is generally divided into two components, i.e., (a)
kinetic-collisional stress and (b) frictional stress. For a BFB, frequent
collisions between particles require a consideration of the stress
caused by the Coulomb friction. Table 6 summarizes the commonly
used frictional stress models, which are critical for the accurate
simulation of gas-solid flow in BFBs (Wu et al., 2019). Several
models were developed from the critical theory of soil mechanics,
e.g., Johnson and Jackson (Johnson & Jackson, 1987), Schaeffer
(Schaeffer, 1987) and Srivastava-Sundaresan (Srivastava &
Sundaresan, 2003) models. Jop et al. (2006) developed a frictional
stress model based on local rheological principles. Farzaneh et al.
(2015) compared the three frictional models (Model I, II, and III in
Table 6) and they demonstrated that the model proposed by Jop
et al. (2006) showed the best agreement with experimental data
when simulating gas-solid flow in a BFB. The Schaeffer model
(Schaeffer, 1987) and Srivastava-Sundaresan model (Srivastava &
Sundaresan, 2003) led to the unrealistic movements of fuel parti-
cles and significantly underestimated the circulation time of fuel
particles. Yang et al. (2016) compared the Jenkins-Zhang model and
their newly proposed KTGF for rough spheres in modelling gas-
solid flow in a BFB within Geldart Group D particles. They
pointed out that the KTGF model considering rough spheres gave a
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efficient and inter-particle tangential-normal damping ratio, respectively. Reproduced from Bakshi, Altantzis, et al. (2018).
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Table 6
Summary of typical used frictional stress models in the TFM.
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No. Model

Coefficient

I Schaeffer (Schaeffer, 1987)

Il Srivastava-Sundaresan (Srivastava & Sundaresan, 2003) (ie., Princeton model)
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better prediction of solid velocity and volume fraction than the
traditional KTGF model.

The description of particle-wall collisions, i.e., the solid bound-
ary model, also plays a vital role in the TFM simulation of BFBs. In
the previous studies (Bakshi et al., 2015; Li et al., 2010; Loha et al.,
2013), the model proposed by Johnson and Jackson (1987) was
most used, in which the specularity coefficient is introduced to
characterize the momentum exchange between the particle and
wall in the tangential direction. Compared with collision parame-
ters (e.g., restitution coefficient and friction coefficient), the spec-
ularity coefficient is unavailable from the experimental
measurements but specified according to the given condition. In
general, increasing the specularity coefficient results in a more
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significant wall hindrance. Several studies demonstrated that the
specularity coefficient was an important parameter that signifi-
cantly affected the overall solid behaviours in pseudo-2D fluidized
bed systems (Bakshi et al., 2015; Li et al., 2010; Loha et al., 2013). For
instance, Altantzis et al. (2015) investigated the influence of the
specularity coefficient on bed hydrodynamics in a thin rectangular
gas-solid fluidized bed, and found that the specularity coefficient
significantly affected bubble characteristics (see Fig. 19). Specif-
ically, increasing the specularity coefficient causes more bubbles
with smaller bubble sizes and the resultant lower solid circulation
fluxes. Nevertheless, Bakshi et al. (2015) pointed out that the gas-
solid hydrodynamics was insensitive to the specularity coefficient
in the simulation of 3D BFBs. The specularity coefficient was
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t=13s t=14s

Fig. 19. Instantaneous solid volume fraction distributions in a thin BFB at U = 1.75U,,s with different specularity coefficients (¢): (a) ¢ =0.0005, (b) ¢ =0.005, (c) ¢ =0.05 and (d)

¢ =0.5. Reproduced from Altantzis et al. (2015).

suggested to be specified as 0.01—0.3. The particle-wall interaction
insignificantly influenced bed hydrodynamics in large-scale 3D
systems than in small-scale 3D or pseudo-2D systems. Besides,
researchers proposed various specularity coefficient models which
quantitatively correlated the specularity coefficient with the
particle-wall restitution coefficient and friction coefficient (Li &
Benyahia, 2012; Zhao et al., 2016). In addition to the Johnson-
Jackson boundary model, novel solid boundary models were pro-
posed considering both sliding and non-sliding scenarios
(Schneiderbauer et al., 2012) and rotational granular temperature
(Yang, Padding, Buist, & et al., 2017; Zhao et al., 2014).

3.3.2. Circulating fluidized bed

Compared with the BFB, the CFB operated under a fast fluid-
ization regime weakens the role of inter-particle collisions in gas-
solid hydrodynamics. Upadhyay and Park (2015) reported a TFM
simulation of gas-solid flow in a 2D CFB riser, and they found a
higher inter-particle restitution coefficient resulted in a lower solid
concentration in the bottom and near-wall regions. Jin et al. (2010)
also investigated the effect of the inter-particle restitution coeffi-
cient based on the 2D TFM simulation and found that the solid
concentration showed a similar trend (Upadhyay & Park, 2015).
Besides, the effect of the restitution coefficient was enhanced for
large particles (dp=300pum), as compared with small particles
(dp=60pum). This finding was further evidenced by Benyahia
(2012) and Wang et al. (2012). They reported that the restitution
coefficient performed a minor effect on the bed hydrodynamics in
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CFB risers within small particles. Han et al. (2015) investigated the
liquid-solid flow hydrodynamics in a 3D CFB riser using the CFD-
DEM method and found the collision parameters showed a minor
effect on the mean residence time.

Upadhyay and Park (2015) demonstrated that the stress model
proposed by Syamlal et al. (1993) gave a good agreement with
experimental data for predicting solid concentration in the middle
and top regions of the bed, while the model proposed by Gidaspow
(1994) well-captured flow structures in the bottom part of the bed.
Nonetheless, Qiu et al. (2017) suggested that solid stress played a
minor role in predicting bed hydrodynamics in a 3D CFB. They
compared the simplified TFM that neglected the solid stress term
with the standard TFM. The prediction from these two models
showed slight differences.

Several studies showed that the particle-wall restitution coef-
ficient insignificantly influenced bed hydrodynamics (Almuttahar
& Taghipour, 2008b; Jin et al., 2010; Kong et al., 2014; Wang,
Chao, & Jakobsen, 2010). In contrast, the specularity coefficient
was found to have a profound effect. Jin et al. (2010) demonstrated
that the specularity coefficient significantly affected the solid con-
centration distribution. Cloete et al. (2016) pointed out that the
Schneiderbauer boundary model (Schneiderbauer et al., 2012)
could better reproduce the experimental data than the Johnson-
Jackson boundary model (Johnson & Jackson, 1987).
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Fig. 20. CFD-DEM simulations of binary fluidized beds at 15, 30's, 45 s and 60 s respectively using: (a) the Beetstra et al. drag model with polydisperse correction, (b) the Ergun
drag model and (c) the Ergun model with polydisperse correction. The yellow and red particles are 1.5 mm and 2.5 mm in diameter. Reproduced from Olaofe et al. (2014). (For
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

3.3.3. Polydisperse fluidized bed

Polydisperse particles are commonly practised in fluidized bed
applications. Most previous studies focused on monodisperse par-
ticles while little attention was paid to polydisperse particles. One
of the research topics of polydisperse particles in the BFB is
segregation. The experiment about the BFB with binary particles by
Goldschmidt et al. (2003) was frequently employed for model
validation. Various drag models have been proposed considering
the polydispersity effect (Beetstra et al., 2007b; Cello et al., 2010;
Holloway et al., 2010; Rong et al., 2014). The segregation behaviour
was found to be sensitive to the drag models (Beetstra et al., 2007b;
Jiang et al., 2018; Olaofe et al., 2014; Zhang et al., 2017). In general,
polydisperse drag models can reproduce more realistic segregation
behaviour than monodisperse drag models. For instance, Olaofe
et al. (2014) compared three drag models in predicting binary flu-
idized beds within Geldart Group D particles. As shown in Fig. 20,
the Ergun drag model resulted in a fast segregation behaviour that
fine and coarse particles are separated more completely. The
polydisperse drag models agreed better with experimental data
than the Ergun drag model. Nonetheless, the polydisperse drag
models could not reasonably capture the segregation behaviour in
fluidized beds with a high initial bed height.

As pointed out by Gera et al. (2004), the TFM tended to over-
predict the segregation rate of BFBs within binary particles.
Accordingly, several researchers investigated the particle-particle
drag model, which accounts for the friction force between
different solid phases (Chao et al., 2012; Fan & Fox, 2008; Gera et al.,
2004; Syamlal & O'Brien, 1987). The particle-particle drag model
was found to slow down the segregation process. Empirical pa-
rameters were employed in these models for tuning purposes,
inhibiting their universal applications. The commonly used KTGF
model was feasible for monodisperse particles. Some researchers
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also proposed novel KTGF models suitable for polydisperse parti-
cles (Chao et al., 2011; Garzo et al., 2007; Huilin et al., 2010; Iddir &
Arastoopour, 2005; Jenkins & Mancini, 1987; van Sint Annaland
et al., 2009a). van Sint Annaland et al. (2009b) assessed the per-
formance of different KTGF models and found that the segregation
rate predicted by the polydisperse KTGF model was approximately
half of the conventional KTGF model. Moreover, the former gained
a better prediction of experimental data than the latter did.

Fewer studies were reported in terms of the CGM to predict the
segregation behaviours in BFBs. O'Rourke and Snider (2014)
pointed out that the MP-PIC overpredicted the segregation rate
and proposed a blended acceleration model to slow down the
segregation process. The MP-PIC fails to predict polydisperse flu-
idized beds, which results from the over-simplification of inter-
particle collisions. Particle friction that significantly affects segre-
gation behaviours is usually neglected in the MP-PIC. Moreover, Lu,
Peters, and Kuipers (2018) used the CG-DEM to simulate a fluidized
bed within binary particles and achieved a reasonable prediction of
the segregation rate.

Employing an extended KTGF model considering binary parti-
cles, Lu, Peters, and Kuipers (2018) simulated a CFB riser within
binary particles based on the experiment conducted by Mathiesen
et al. (1999). The predicted solid concentration, mean particle
diameter, and solid velocity agreed well with experimental data.
Based on the KTGF model proposed by Chao et al. (2011) and the
EMMS drag model, Qin and Wang (2019) simulated two CFB risers
within binary particles. A good agreement between simulation
results and experimental data was achieved regarding the distri-
butions of pressure drop and solid flux. Zhou and Wang (2015)
evaluated the influences of the KTGF model and particle-particle
drag model for simulating a CFB riser within binary particles.
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They suggested that both models should be employed to obtain a
reasonable prediction.

4. Summary and conclusions

The applicability of multi-scale numerical methods (e.g., PR-
DNS, CFD-DEM, and TFM) in predicting gas-solid flow in fluidized
beds at specific fluidization regimes (e.g., bubbling fluidization re-
gion, fast fluidization regime) is comprehensively assessed in this
state-of-the-art review, with a focus on the inter-particle collision
models, inter-phase interaction models, collision parameters, and
polydispersity effect. The conclusion are drawn as below.

(1) Amutual restriction exists between resolution and efficiency.
Higher-resolution methods (e.g., PR-DNS) need more
computational resources and thus are suitable for smaller-
scale simulations to provide a database for closure develop-
ment. Lower-resolution methods (e.g., TFM) require fewer
computational resources and thus underpin large-scale
simulations to explore macro-scale phenomena. With the
introduction of the parcel concept and solid stress model into
the CFD-DEM framework, the coarse-grained method
including CG-DEM, MP-PIC, and DDPM archives a compro-
mise between the resolution and efficiency.

(2) The PR-DNS provides the most accurate prediction of gas-
solid flow in BFBs but is incapable of simulating gas-solid
flow in CFBs due to unaffordable computational costs. The
CFD-DEM reasonably predicts gas-solid flow in BFBs and
CFBs but needs further validations for fluidized beds within
fine particles. The TFM requires more model tuning than the
other methods and is difficult in obtaining particle-scale
information (e.g., shrinkage, polydispersity). The MP-PIC is
suitable for modelling CFBs within drag-dominated flow but
deviates significantly in modelling BFBs within the collision-
dominated flow. Model validations need to be further con-
ducted under multiple flow conditions and comprehensive
metrics (e.g., velocity profiles at different heights, bubbles, or
cluster characteristics).

(3) The homogeneous drag models (e.g., Gidaspow drag model)
are feasible for modelling gas-solid flow in BFBs within
coarse particles but are difficult to reproduce gas-solid flow
in CFBs within clusters or BFBs within fine particles. The
incapability of the homogeneous drag models can be over-
come by heterogeneous drag models which include the
filtered drag model and EMMS drag model. A general cluster-
based sub-model needs to be developed to improve the
generality of the EMMS drag model. The DPVM allows the
grid size to be slightly larger than the particle diameter,
providing a better prediction of gas-solid flow in fluidized
beds than the traditionally used PCM. The grid-independent
statistical kernel method shows potential in the future
development of the CFD-DEM with a balance between ac-
curacy and efficiency.

(4) In the CFD-DEM, the rolling friction coefficient is necessary
for modelling collision-dominated flow in BFBs but is ex-
pected to be unnecessary in modelling drag-dominated flow
in CFBs. An extremely low spring constant (k;=10N/m)
causes unrealistic gas-solid dynamics, which should be
larger than 100 N/m in modelling low-velocity (10—30 m/s)
fluidized beds. Young’s modulus with several orders smaller
(1-100 MPa) than the original one (1—-100 GPa) is commonly
used as a general practice, allowing bigger time steps in
simulations to reduce computational costs. Uncertainty
quantification is expected to be an essential tool to evaluate
the influence of collision parameters. In the TFM, frictional
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stress models and specularity coefficient are critical for the
accurate simulation of gas-solid flow in BFBs. The restitution
coefficient shows a more significant influence on predicting
gas-solid flow in CFBs within large particles than that within
small particles. Sub-models considering the polydispersity
effect improve the prediction of key phenomena (e.g.,
segregation) in fluidized beds.

Overall, the challenges of the simulation of gas-solid flow in
fluidized beds lie in two aspects: (i) the interconnection of sub-
models and parameters; (ii) the interconnection of operating pa-
rameters, solid properties, geometrical configurations, poly-
dispersity, and multi-physics forces. More validations need to be
carried out for further improvement of the applicability of each
numerical method.
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