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A B S T R A C T   

The computational particle fluid dynamic (CPFD) method is a common approach to simulating dense particle 
flow, but the direct validation of the CPFD model using the particle velocity distribution is lacking. Taking 
particle flow around an obstacle as an example, the accuracy of the CPFD method in the simulation of the dense 
particle velocity field was validated and evaluated in the present study. The particle flow field was experi-
mentally visualized using a quasi-2D flow channel and the particle velocity distribution was measured by a 
newly-proposed stained-particle image velocimetry technique. The simulated particle velocity using the CPFD 
method was compared with the measured data and the results indicated that the CPFD method was capable of 
accurately predicting the particle flow velocity distribution as well as the overall parameters such as the apparent 
mass flux if the CPFD model parameters were properly adopted. The sensitivity analysis of the simulated particle 
velocity to the key CPFD parameters was conducted and the results showed that the simulated particle velocity 
distribution was quite sensitive to the particle pack volume fraction, while the particle stress model parameters 
and particle-to-wall restitution coefficients show less and close sensitivity in the dense particle flow situations. 
The recommended model parameters were given in the present study. It is also found that multiple choices of the 
model parameter combinations could all give accurate overall mass flow predictions but might lead to very 
different flow velocity distributions with a prediction error even higher than 45%. One should directly verify the 
CPFD simulated flow velocity using the experimental data if the flow field study was desired.   

1. Introduction 

The phenomenon of dense particle flow is commonly seen in indus-
trial processes (e.g., chemical engineering, metallurgy, power engi-
neering, etc. [1–3]). Numerous studies have been conducted to 
understand the governing mechanism of this phenomenon, but some 
aspects still have not been fully explored. To obtain a deeper insight into 
the dense particle flow behavior and its underlying physics, the nu-
merical simulation has become an essential tool, not only due to its low 
cost of the flexible selection of operating conditions but also because it 
can provide all kinds of inner flow details which are usually not easily 
measured in the experiments. Recently, more and more numerical 
simulation studies have been conducted to understand the dense particle 
flow behavior in the literature. 

Many different numerical methods have been developed and applied 
in the dense particle flow simulation. These methods include the direct 
numerical simulation method (DNS) [4], the discrete element method 

(DEM) [5], the computational particle dynamics method (CPFD) [6], the 
kinetic method [7], the two-fluid method (TFM) [8], etc. Different nu-
merical methods rely on different physical assumptions, while more 
detailed and elaborate models usually lead to better prediction accu-
racies but higher calculation costs [9]. For a certain application, the 
appropriate numerical method is usually chosen as per the trade-off 
between prediction accuracy and cost. Among the above-mentioned 
method, the CPFD method has attracted increasing attention in the 
last decade, and has been widely chosen for the simulation of dense 
particle flow in a group of large-scale equipment (e.g., circulating flu-
idized bed [10], downer reaction [11], gasifier [12], etc.) as the CPFD 
method greatly reduces simulation cost while still hold some key particle 
flow characteristics. 

It is always necessary to use experimental data to verify the validity 
of the numerical models in the first place. Among existing CPFD simu-
lation studies, the experimental data of some flow overall parameters, 
such as the overall mass flow rate, pressure, temperature, and particle 
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concentration, were commonly used for the CPFD model validation. For 
instance, Nie et al. [13] used the outflow mass flow rate of a solid par-
ticle solar receiver as a target parameter to prove the accuracy of their 
CPFD model, and the particle velocity distribution in the equipment was 
subsequently investigated using this model. Jin et al. [14] applied the 
measured pressure drop of a tube to validate their CPFD model and the 
gas–solid flow state was thereby studied using the optimized model 
parameters. The pressure spectral density and particle volume fraction 
were used in Córcoles et al.’s study [15] to validate the CPFD simulation 
of the bubble behavior in a bubbling fluidized bed. Jia et al. [16] verified 
the accuracy of the CPFD modeling of a CFB boiler based on the 
experimental results of the temperature at a series of measurement 
points along the circulation loop, and the verified model was applied to 
study the distribution of the furnace temperature and particle velocity. 

Among the existing CPFD simulation studies, the distribution of the 
particle velocity is crucial and frequently discussed [17,18], while the 
accuracy of the CPFD simulation of the particle velocity has been seldom 
directly validated using experimental data. It’s questionable whether 
the CPFD models optimized using only the overall parameters, such as 
the total particle flow rate, the temperature, the pressure drop, etc., can 
accurately predict the particle velocity distribution. It is found (to be 
shown in Section 4.3) that multiple model parameter combinations can 
provide satisfactory predictions of the aforementioned overall parame-
ters. Meanwhile, it’s also worth considering whether, and how great, 
discrepancies among the simulated velocity distributions may be pro-
duced using different model parameter combinations. 

The accurate experimental data of the particle flow velocity and its 
distribution are the basis for CPFD model validation. The precise mea-
surements of the dense particle flow velocity distribution are chal-
lenging and have attracted continuous efforts in the literature. The 
optical measurement method is often adopted for particle velocimetry as 
the particle trajectory can be recorded by the high-speed camera and 
thereby the particle velocity is obtained. For example, Chehata et al. 
[19] obtained the particle velocity distribution of glass beads with di-
ameters of 3 mm and 6 mm using the high-speed camera technique. 
Using similar methods, the velocity fields of particles made of alumina 
oxide, zeolite, and polyurethane disk were also studied in the literature 
[20,21]. In addition to the high-speed camera technique, the three- 
dimensional X-ray technique was also applied to capture the particle 
velocity [22]. The existing experimental measurements of the dense 
particle flow field are still limited to flows with relatively large particles 
whose diameters are larger than 1.5 mm. Normally these particles fall in 
the category of Group D in Geldart’s classification [23]. However, the 
flow field of smaller particles, such as the flows consisting of ~ 100 μm 
particles (normally Geldart Group A or B particles), are also important 
and commonly seen in the industry, while experimental measurements 
of dense particle flows with particle diameter being in the order of 100 
μm are still rarely seen in the literature. There are experimental studies 
in which the optical measurements were applied to such small particles, 
but the gas bubble behavior [24] or the bed expansion [25] were 
captured, rather than the particle velocity. As the CPFD modeling is 
frequently applied to dense particle flows with particle diameters 
around 100 μm (e.g., [26,27]), it is important to develop techniques of 
dense particle flow velocity measurements in the same particle diameter 
range to solidly prove the availability of using CPFD model simulating 
the dense particle flow field. 

For this study, new experimental measurements of the dense particle 
flow field were conducted and the accuracy of dense particle flow field 
simulation using the CPFD model was discussed. Flow around an 
obstacle is an important subject as it provides a benchmark to investi-
gate many important flow problems, such as drag force, boundary layer, 
eddy formation, etc. Thus, the downward dense particle flow around an 
obstacle was adopted as a benchmark in the present study. A stained 
particle image velocimetry (SPIV) technique was developed to measure 
the particle velocity distribution around the obstacle. The corresponding 
CPFD modeling was also conducted using different model parameters. 

The errors of the velocity distribution predictions using different model 
parameters were evaluated and suggestions for the model parameter 
adoption were also given. 

2. Experimental approach 

The dense particle flow around an obstacle was adopted as the 
research object in the present study. The particle velocity field around 
the obstacle was quantitatively measured. To visualize the particle flow, 
a quasi-two-dimensional (quasi-2D) flow channel configuration inte-
grated with the optical measurement technique was established. Its 
details were given in this section. 

2.1. Apparatus 

The experimental system is schematically shown in Fig. 1. The core 
part of this rig was a vertically-placed flow channel with a height of 400 
mm. The core flow channel was set as a quasi-2D configuration to pro-
vide an observation plane for photography. The size of the horizontal 
cross-section of the flow channel was 160 mm × 15 mm. As the length 
(160 mm) of the cross-section was overwhelmingly greater than the 
width (15 mm), the particle velocity profile was assumed to be uniform 
across the width of the channel and thus the vertical particle flow was 
regarded as quasi-2D, as shown in Fig. 1(a). Similar quasi-2D particle 
flow set-ups can be also found elsewhere (e.g., [28,29]). The walls of the 
flow channel were made of glass to allow the observation of the flow and 
avoid the electrostatic effect between particles and walls. Obstacles of 
different sizes and shapes were installed in the center of the measure-
ment section, and the dense particle flows around the obstacles were the 
target to validate the CPFD model. A silo was connected to the top of the 
channel to feed the particles. An L-valve was installed at the bottom of 
the channel. The fluidization air, provided by an air compressor, was 
distributed using the L-value to fluidize the particles and control the 
outflow apparent mass flux,ṁ. The outlet particles were collected by a 
bucket placed on an electronic scale, so the real-time accumulated 
particle mass was measured, and thereby the real-time particle mass flux 
was calculated. A high-speed camera (Module: PCO Dimax HS2, with a 
lens of AF Micro-Nikkor 60 mm f/2.8D) was installed to observe particle 
flow behaviors, and a spotlight was set as the light source, as shown in 
Fig. 1(b). 

The experimental particles were transparent glass beads mixed with 
red-stained glass beads as tracers (to be explained in detail in Section 
2.2). The true density of the two glass beads is 2474 kg/m3 and the bulk 
density of the mixture was 1462 kg/m3. Two types of flow materials 
were mixed first and then sieved together to keep the same size distri-
bution as shown in Fig. 1(c). The average diameter of the particles (d50) 
was 106.7 μm. As the shape of the stained glass beads, indicated by the 
scanning electron microscope pictures shown in Fig. 1(d) and (e), were 
quite similar to those of the transparent glass beads, the stained glass 
beads were able to trace the bulk particle flow and the error between the 
velocities of the transparent and stained glass beads was ignorable. 

2.2. Flow observation and acquirement of the flow field 

It is difficult to recognize the small particle trajectory in a dense 
particle flow using high-speed camera photography. To overcome this 
difficulty, a stained particle image velocimetry (SPIV) technique was 
proposed in the present study. As the number of the red-stained glass 
beads was one order of magnitude less than that of the main material 
(transparent glass beads), the location and movement of red-stained 
particles can be easily recognized using high-speed photography. 

In this study, the real-time accumulated particle mass as a function of 
time was measured and the results were shown in Fig. 2. The quasi- 
steady state of the flow was maintained for at least 10 s. In the experi-
ment, the observation using the high-speed camera started 5 s after the 
particle flow started to make sure that the observation was at a quasi- 
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steady state. The high-speed camera filmed 1000 fps at a resolution of 
1400 × 1050. The investigation time was 1 s and 1000 frames were 
captured for each working condition. Taking the dense particle flow 
around a triangle obstacle as an example, the particle flow field visu-
alization process was given in Fig. 3. A video of the flow observation is 
also given in the Supplementary Material. The original colored image 
was given in Fig. 3(a). To capture the red particle position, the color 
segmentation was applied to the picture and the pixels which met the 
red color threshold were viewed as tracer particles. The color segmen-
tation was based on HSV color space and the applied threshold is shown 
in Table.1. Through a further binarization process, the particle image 
was then obtained, as shown in Fig. 3(b). 

A similar particle recognition process was applied to the picture in 
the time series. Then, the binarized image series were processed using 
the software PIVLab [30] in MATLAB to obtain the particle velocity 

distribution. The cross-correlation method with the fast Fourier trans-
form algorithm was applied. Four passes, where the interrogation areas 
were 64 × 64, 32 × 32, 16 × 16, and 8 × 8 pixels respectively, were used 
for the data processing. The resulted 2-dimensional vector diagram and 
the streamline diagram are shown in Fig. 3(c) and (d). Following the 
measurement processes above, the flow field of dense particle flow 
around any obstacle can be captured for the subsequent CPFD model 
validation. 

3. Numerical approach 

3.1. Governing equations 

The CPFD method is a Eulerian-Lagrangian simulation method 
where the gas phase is viewed as a continuous phase and the particle 

Fig. 1. Experimental system. (a). Schematic diagram of the measurement system, (b). Real picture of the measurement system apparatus, (c). Size distribution of 
experiment materials, (d) and (e). Scanning electron microscope picture of the transparent glass beads and red-stained glass beads. 
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phase is viewed as a discrete phase. 
For the gas phase, the continuity equation is. 

∂
(
εgρg

)

∂t
+∇⋅

(
εgρgvg

)
= 0 (1)  

whereεg,ρg, vg are volume fraction, density, and velocity of the gas 
phase, respectively. 

The gas-phase momentum equation is. 

∂
(
εgρgvg

)

∂t
+∇⋅

(
εgρgvgvg

)
= − εg∇p +∇⋅τg + εgρgg − F (2)  

where p is the gas pressure and the term “− εg∇p” represents gas pressure 
gradient force; τg is the gas stress tensor and the term “∇⋅τg” represents 
contact force on the control volume; g is the gravitational acceleration 
and the term “εgρgg” is the gravity force; F is interaction force per unit 
volume between gas and particle phases. For a cold state simulation, the 
energy equation is not considered. 

The turbulence model applied in CPFD simulation is the large-eddy 
simulation (LES). The fluid velocity and pressure are correlated by a 
semi-implicit pressure correction equation derived from mass conser-
vation equations. The solving method is the SIMPLE algorithm. 

For the particle phase, the probability function f is introduced to 
describe the average number of particles per unit volume, which in-
dicates particle distribution. The transport equation of f is: 

∂f
∂t

+∇x⋅
(
vpf

)
+∇vp ⋅

(
Apf

)
=

fD − f
τD

(3)  

where x is the particle spatial position,vp, ρp and mp the velocity, den-

sity, and mass of the particle, t the current time, Ap the particle accel-
eration speed, fD the probability density function for the local mass- 
averaged particle velocity, and τD the collision damping time. 

The particle acceleration speed is described by: 

Ap =
dvp

dt
= Dp(vg − vp) −

1
ρp

∇p+ g −
1

εpρp
∇⋅τp (4)  

where εp is the volume fraction of particle phase, τp the particle normal 
stress, and Dp the inter-phase drag force coefficient. The four terms on 
the right-hand side in Eq. (4) represent the influence of the gas–solid 
drag force, pressure gradient force, gravitational force, and particle 
collision force respectively. 

The gas–solid drag model used in this work was the WenYu-Ergun 
model expressed as Eqs (5)–(8). 

WenYu model: 

D1 = 0.75Cd
ρg

ρp

⃒
⃒vg − vp

⃒
⃒

d
(5) 

where, 

Cd =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(24/Re)ε− 2.65
g ,

(24/Re)(1 + 0.15Re0.687)ε− 2.65
g ,

0.44ε− 2.65
g ,

Re < 0.5
0.5⩽Re⩽1000
Re > 1000

(6) 

Ergun model: 

D2 = (
180εp

εgRe
+ 2)

ρg

ρp

⃒
⃒vg − vp

⃒
⃒

d
(7) 

WenYu-Ergun model: 

Dp =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

D1, εp < 0.75εcp

εp − 0.85εcp

0.85εcp − 0.75εcp
(D2 − D1) + D1, 0.75εcp⩽εp < 0.85εcp

D2, εp > 0.85εcp

(8)  

where εcp is the particle volume fraction at the packing limit. 
The model of τp in the CPFD simulation was the Harris & Crighton 

model as Eq. (9). 

Fig. 2. Real-time accumulated particle mass versus time at different 
mass fluxes. 

Fig. 3. Pictures showing the SPIV technique. (a) Original direct picture of high-speed photography, (b) Picture after the binarization to determine particle position, 
(c) Velocity vector diagram after the cross-correlation algorithm, and (d) Particle streamlines and contours of particle velocity. 

Table 1 
Parameter for extraction of tracer based on HSV color space.  

Parameter Lower limit Upper limit 

Hue 0.000 0.020 
Saturation 0.500 0.600 

Value 0.200 0.950  

X. Liu et al.                                                                                                                                                                                                                                      



Chemical Engineering Journal 453 (2023) 139719

5

τp =
psεβ

p

max[(εcp − εp), ζ(1 − εp)]
(9)  

where ps is a model parameter depending on the material. β = 2 – 5 is 
recommended in the model and ζ is a small number to eliminate the 
computation singularity. 

3.2. Simulation setup 

The CPFD simulation was carried out based on the software Barra-
cuda® 17.4.0. The geometry structure of the computation domain (as 
shown in Fig. 4(a)) was a 1:1 scaled model of the experimental rig dis-
cussed in Section 2.1. The mesh generation of the core flow channel is 
shown in Fig. 4(b). The pressure boundaries were set at 101325 Pa on 
the top plane of the silo and the outlet plane of the L-valve. The bottom 
plane of the L-valve was the flow boundary whose flux was set to be 
consistent with the experiments. The different types of obstacles were 
applied in the central part of the core flow channel to provide different 
dense particle flows. The vertical plane away from the particle outlet 
inside the core flow channel was used as the target research plane. The 
time interval was 0.0005 s and the total simulation time was 20 s. 
Through mesh independency analysis, the reasonable number of grids 
and corresponding computation particle numbers were 1.9 × 106 and 
3.6 × 106, respectively. 

4. Results and discussion 

4.1. Flow velocity distribution of the dense particle flow around obstacles 
and validation of the CPFD simulation 

Fig. 5 presents the colored pictures by the direct photography of 
dense particle flows around different obstacles. The exposure time te was 
0.1 s to show the time-lapse of the particle movements. Videos of the 
particle motion can be also found in the Supplementary material. Taking 
the case of the dense particle flow around a cylindrical obstacle as an 
example (Fig. 5(a)), three distinctive zones, i.e., the flow stagnant zone, 

the slip-shear flow zone, and the flow separation zone, around the 
obstacle were identified. Some particles accumulate and stagnate on top 
of the obstacle (the upwind side of the obstacle), forming a triangle flow 
stagnant zone. This phenomenon was also found in non-fluidized gran-
ular flow around the cylindrical obstacle in other literature (e.g., [31]). 
On the sidewall of the cylinder, particles slip along the wall, forming the 
slip-shear flow zone. On the downstream side, the flow separation zone 
was observed, demonstrating an analogical phenomenon with that in 
the continuous fluid flowing around the cylinder process [32]. Although 
the obstacle shapes, size, and flow velocities are quite different in the 
present study, the key features of the particle flow behavior are similar 
and the three distinctive zones are also exhibited in Fig. 5(b–e). 

The accuracy of the CPFD method simulating dense particle flow 
field was validated using the measured particle velocity distribution. 
Among the aforementioned three distinctive flow zones, the particle 
slip-shear flow along the sidewall is interesting for the quantitative 
depiction of the particle flow field (e. g., [33,34]) and lateral particle 
velocity distribution is a widely-adopted characterized indicator for the 
model validation (e. g., [35,36]). Therefore, the particle velocity vectors 
and vertical velocity in the lateral direction were adopted to validate the 
CPFD simulation and the experimental and numerical overall apparent 
mass flux was also compared as well. The dense particle flow around the 
cylindrical obstacle at three different apparent mass fluxes, 309 kg/ 
(m2⋅s), 261 kg/(m2⋅s), and 182 kg/(m2⋅s), and that around the plate 
obstacle at 273 kg/(m2⋅s), were taken as the validation working condi-
tions, as shown in Table 2. The characteristic length L represents the 
cylinder diameter for the cylinder cases and the side length for the plate 
case. Fig. 6 gives the validation results. The comparison of flow velocity 
vectors between experimental (Fig. 6(a)) and numerical (Fig. 6(b)) re-
sults indicates that the simulation can reproduce the key flow features 
mentioned above, although there exists some quantitative deviation. 
Taking velocities in the lateral direction as the quantitative validation 
parameter, Fig. 6(c) shows that the simulated vertical velocities gener-
ally agree well with the experimental data as the simulation reproduces 
the non-monotonic curves of the velocities and the peak locations. The 
consistency between experimental and numerical results of the flow 

Fig. 4. Setup of the CPFD simulation. (a) Geometry model of the computation domain. (b) Mesh of the core flow channel.  
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field indicates that the CPFD modeling can well simulate the whole flow 
field. The involved model parameters in the validation cases are pro-
vided in Table 3. The following sections discuss the influence of these 
parameters on the prediction of the apparent mass flux and velocity 

distribution. 

4.2. Influence of some key model parameters 

The particle stress model (Harris & Crighton model) dealing with 
particle–particle force in the CPFD method is crucial to accurately 
simulate the particle motion. In the particle stress model (Eq. (9)), ps and 
β are two key parameters. Case 1 in Table 2 was adopted as a standard 
working condition to investigate the influences of ps and β on the 
simulation results. The ps range in the simulation in the present study 
was 1 – 100, being consistent with those in the literature (e.g., [37,38]), 
and the β range is 2 – 5. The vertical velocity distribution along the 
lateral direction was the validation parameter and the experimental and 
numerical apparent mass flux ṁ was also compared as many other 
studies did. The results are shown in Fig. 7. It can be seen that both ps 
and β considerably affect the numerical results, indicating that the 
particle stress models are important to simulate the particle flow 
behavior. Especially, for the velocity distribution as shown in Fig. 7(a) 
and (c), ps and β not only influence the value of the velocity but also the 
distribution trend. To quantitatively depict differences in the velocity 
distribution trend, a dimensionless parameter, k, was defined by Eq. (10) 
as the ratio of the peak value of the vertical velocity near the cylinder 
wall, vpeak, to the stable velocity far away from the cylinder, vfar. 

k =
vpeak

vfar
(10) 

A higher k means a higher velocity peak near the wall and a larger 
disturbance caused by the cylindrical obstacle. Fig. 7(b) presents that k 
increases as ps decreases, indicating that larger ps results in flatter ve-
locity distribution. The simulated apparent mass flux (ṁ) increases as ps 

Fig. 5. Flow characteristics of dense 
particle flow around process based on 
long exposure pictures (te = 0.1 s). (a) 
Flow stagnant zone, slip-shear flow 
zone, and flow separation zone. Diam-
eter of the cylindrical obstacle: 20 mm, 
apparent mass flux: 150 kg/(m2⋅s). (b) 
Diameter of the cylindrical obstacle: 20 
mm, apparent mass flux: 96 kg/(m2⋅s). 
(c) Diameter of the cylindrical obstacle: 
5 mm, apparent mass flux: 138 kg/ 
(m2⋅s). (d) Plate obstacle, apparent mass 
flux: 183 kg/(m2⋅s). (e) Cube obstacle, 
apparent mass flux: 150 kg/(m2⋅s).   

Table 2 
Simulation cases for the CPFD model validation.  

Case Obstacle Experimental apparent mass 
flux 

Simulated apparent mass 
flux 

1 20 mm 
cylinder 

261 kg/(m2⋅s) 266 kg/(m2⋅s) 

2 20 mm 
cylinder 

309 kg/(m2⋅s) 305 kg/(m2⋅s) 

3 20 mm 
cylinder 

182 kg/(m2⋅s) 175 kg/(m2⋅s) 

4 19 mm plate 273 kg/(m2⋅s) 275 kg/(m2⋅s)  

Fig. 6. Validation of the CPFD simulation accuracy using experimental data. 
△: Obstacle: 20 mm cylinder, ṁ= 261 kg/(m2⋅s), solid line: simulation; ◊: 
Obstacle: 20 mm cylinder, ṁ= 309 kg/(m2⋅s), dash double-dotted line: simu-
lation; □: Obstacle: 20 mm cylinder, ṁ= 182 kg/(m2⋅s), dash-dotted line: 
simulation; ○: Obstacle: 19 mm plate, ṁ= 273 kg/(m2⋅s), dash line: simulation. 
(a) Experiment flow velocity vectors of Case 2: particle flow around 20 mm 
cylinder with the mass flux of 309 kg/(m2⋅s); (b) Simulated flow field velocity 
vectors of Case 2; (c) Comparison of vertical velocities in the lateral direction 
between experimental and numerical results. 

Table 3 
Parameters for the CPFD model simulating the particle velocity distribution.  

Physical quantity Parameter value 

Particle stress ps 100 
β 3 
ζ 1 × 10-7 

Gas-solid drag model Wen Yu- 
Ergun 

Particle-to-wall 
interaction 

Normal-to-wall momentum 
retention 

0.90 

Tangent-to-wall momentum 
retention 

0.99 

Close pack volume fraction εcp 0.60  
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Fig. 7. Influence of particle stress model parameters on the simulation of the dense particle flow behavior. (a), (c) Influence of ps and β on the particle velocity 
distribution simulation. (b), (d) Simulated and measured velocity ratio k and apparent mass flux ṁ at different ps’s and β’s. 

Fig. 8. Influence of the particle close pack volume fraction εcp on the dense particle flow prediction. (a) Influence of εcp on the particle velocity distribution 
simulation. (b) Simulated and measured velocity ratio k and apparent mass flux ṁ at different εcp’s. 
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increases when ps is comparatively small, while ṁ changes little as ps 
increases when ps is relatively large. Fig. 7(d) shows that both k and ṁ 
barely changes as β increases until β is greater than 5. The simulated 
values of both k and ṁ have their best estimations at ps = 100 and β = 3. 

The particle close pack volume fraction εcp is defined as the 
maximum particle volume fraction under the randomly packed state. εcp 
is also an important parameter in the CPFD simulation [39]. The influ-
ence of εcp on the prediction of velocity distribution and the apparent 
mass flux was also investigated and the results are shown in Fig. 8. The 
changing scale of εcp in the simulation is 0.52–0.68, which covers the 
experimental estimated εcp value (0.60) determined by the ratio of the 
particle bulk density to its real density. The simulated velocity distri-
butions using different εcp values demonstrated remarkable disparities 
(Fig. 8(a)), proving the significant influence of εcp on the particle flow 
behavior prediction. If the εcp value is too high/low in the simulation (e. 
g., εcp = 0.68/0.52), the CPFD simulation will overestimate/underesti-
mate the particle flow velocity (Fig. 8(a)). Fig. 8(b) shows that εcp is also 
crucial in the prediction of the apparent mass flux of the whole system. 
The simulated k value decreases, while the simulated ṁ increases, as εcp 
increases. Since εcp is significant to the gas–solid flow behavior, this 
parameter in the simulation should be identical to the one determined 
by the experiment. 

The particle-to-wall interaction is expected to be important in such a 
flow-around process and thus it’s the influence of particle-to-wall model 
parameters on the simulation results is also discussed. In the CPFD 
model, the normal and tangential momentum restitution coefficient, rn 
and rt, defined as the ratio of the normal and tangential velocities before 
and after the particle-to-wall collision respectively, are two parameters 
to depict the particle-to-wall interaction. The variation ranges of these 
two coefficients are both 0 – 1 in the present simulation and the results 
are shown in Fig. 9. It seems that rn and rt do not show considerable 
influences on the particle flow field, as the discrepancies among the 
calculated curves in Fig. 9(a) are within ± 1.2 %. This may be because 
the particle volume fraction was sufficiently high so that the particles 
sliding along the wall was overwhelmingly dominate the process rather 
than the particle collision. rt shows a comparatively greater influence 
than rn but still much less than other parameters (e.g., ps, β, and εcp) 
discussed in the present study. 

4.3. Potential deviation of the velocity distribution in the CPFD modeling 
despite the validated overall calibration parameter 

The next noteworthy question is how much deviation of the velocity 
distribution in the CPFD simulation may be caused when only the con-

Fig. 9. Influence of the momentum restitution coefficients on the simulation of the dense particle flow behavior. (a), (c) Influence of the normal and tangential 
restitution coefficient rn and rt on the particle velocity distribution simulation. (b), (d) Simulated and measured velocity ratio k and apparent mass flux ṁ at different 
rn’s and rt’s. 

X. Liu et al.                                                                                                                                                                                                                                      



Chemical Engineering Journal 453 (2023) 139719

9

ventional overall parameter (e.g., apparent mass flux, ṁ) is used for 
model calibration. To answer this question, the sensitivity of the model 
parameters to the particle velocity distribution and the overall param-
eter ṁ was defined and analyzed. The sensitivity coefficient to the ve-
locity distribution (Sv) was defined as Eq. (11). 

Sv =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

1
σ2

vi

√

σq
(11)  

where σq is the relative deviation of a specific parameter q; σvi the 
relative deviation of the particle velocity caused by the change of 
parameter q in mesh i, and n the number of meshes along the lateral 
direction. Similarly, the sensitivity coefficient to apparent mass flux was 
defined as Eq. (12). 

Sm =
σṁ

σq
(12)  

where σṁ is the relative deviation of the apparent mass flux ṁ caused by 
the change of parameter q. 

Fig. 10 presents the results of the sensitivity analysis where a 5 % 
change of the parameter interval was used. The close pack volume 
fraction is the most important factor in the CPFD simulation of the dense 
particle flow, while other parameters have similar sensitivity. It is 
noticed that although ps has a smaller sensitivity coefficient, it has a 
larger changing scale reported in existing studies while other parameters 
have a limited range (e.g., β is limited within 2 – 5). Thus, εcp and ps are 
adopted for further parameter study. 

Table 4 lists different combinations of εcp and ps values to study the 
deviation of the velocity distribution simulation. The relative velocity 
deviation is quantitatively characterized, which is represented by the 
velocity deviation coefficient Δ as calculated by Eq. (13). 

Δ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

1
σ2

vi

√

(13) 

The parameter combinations lead to approximately the same simu-
lated ṁ (within 271 ± 6 kg/(m2⋅s)), while the Δ value is greater than 27 
% and even greater than 45 % in some cases, as shown in Table 4. 
Further comparison is presented in Fig. 11. Although the shapes of the 
velocity distribution curves computed using the different parameter 
combinations are similar in the trend, the quantitative results indicate 
that the CPFD model coefficients only optimized using the overall 
parameter may lead to considerable error and uncertainties in the par-
ticle velocity predictions. This implies that validation of the CPFD model 
using the overall parameters is not sufficient to prove the accuracy of the 
particle velocity prediction. It is highly recommended that the simulated 

velocity distribution is directly verified using the experimental data if 
the flow field study is desired. 

5. Conclusions 

In this paper, the simulation of the velocity field of dense particle 
flows around an obstacle using the computational particle fluid dynamic 
(CPFD) method was validated and evaluated using the experimental 
data obtained by the newly-proposed stained-particle image velocimetry 
technique. The concluding remarks include:  

• Three featured flow zones, i.e., the flow stagnant zone, the slip-shear 
flow zone, and the flow separation zone, were identified in the dense 
particle flow around an obstacle.  

• The CPFD method was capable of accurately predicting the particle 
flow velocity distribution as well as the overall parameters such as 
the apparent mass flux if the CPFD model parameters were properly 
adopted.  

• The simulated particle velocity distribution was quite sensitive to the 
particle pack volume fraction, while particle stress model parameters 
and particle-to-wall restitution coefficients show less and close 
sensitivity in the dense particle flow situations.  

• Multiple choices of the model parameter combinations could all give 
accurate apparent mass flux predictions but might lead to very 
different flow velocity distributions with a prediction error even 
higher than 45 %. One should directly verify the CPFD simulated 
flow velocity using the experimental data if the flow field study was 
desired. 
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Table 4 
Predicted apparent mass flux and velocity deviation under different parameter 
combinations.  

Case Parameter Apparent mass flux,ṁ Velocity deviation, Δ 

Standard εcp = 0.60, ps = 100 266 kg/(m2⋅s) \ 
1 εcp = 0.60, ps = 8 269 kg/(m2⋅s) 27.9 % 
2 εcp = 0.62, ps = 5 265 kg/(m2⋅s) 39.8 % 
3 εcp = 0.64, ps = 3 269 kg/(m2⋅s) 45.6 %  

Fig. 11. Velocity distribution simulated using different parameter 
combinations. 
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