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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• GPU-accelerated DEM was coupled with 
a CFD solver through Message Passing 
Interface. 

• The model is reliable to predict particle 
dynamics and gas-solid flow patterns. 

• GPU-based particle collision parallel al-
gorithm significantly reduces calcula-
tion time.  
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A B S T R A C T   

Granular and gas-solid flows are commonly encountered in a range of chemical engineering processes. However, 
due to the high computational costs, it remains challenging to investigate particle behavior and gas-solid flow 
hydrodynamics through discrete element simulations. This work developed a graphics processing unit (GPU)- 
accelerated discrete element method (DEM) that employs an efficient particle collision parallel algorithm and 
takes full advantage of the parallel structure of GPUs. The DEM code was further coupled with a computational 
fluid dynamics (CFD) solver through message passing interface (MPI), making it possible to simulate dense gas- 
solid two-phase flow. The integrated model is verified through three base cases, i.e., a single particle falling and 
colliding with the wall, two stacked particles compressed between two fixed walls, and a single particle settling 
in the fluid. The simulation results are in good agreement with the analytic results, indicating the accuracy of the 
current model. Additionally, this model can accurately predict the particle vertical velocity in a small-scale 
bubbling fluidized bed and a fully three-dimensional (3D) spout-fluidized bed, confirming its reliability in 
simulating dense gas-solid flow systems. Furthermore, the GPU-accelerated particle collision parallel algorithm 
significantly reduces the calculation time and shows great speed-up performance and stability.  
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1. Introduction 

Granular and gas-solid flows widely exist in a variety of chemical 
engineering processes including chemical looping combustion, solid 
fuels gasification, and blast furnace ironmaking [1–4]. These multi- 
phase systems are characterized by high particle concentration, high- 
frequency particle collision, and complex inter-phase interaction [5]. 
For many decades, numerous experimental studies have been carried 
out for a better understanding of granular and gas-solid flow systems 
and for the optimization of reactors such as fluidized beds and blast 
furnaces [6–8]. However, it remains challenging to fully investigate the 
particle behavior and gas-solid flow hydrodynamics due to the high 
expense and harsh operating conditions (e.g., high pressure and high 
temperature). 

As an alternative to the experimental method, computational fluid 
dynamics (CFD) is considered a cost-effective tool to investigate dense 
gas-solid flow [9]. According to the state-of-the-art review of multi-scale 
simulations of dense particulate systems [10], the numerical method can 
be generally classified as Eulerian-Eulerian and Eulerian-Lagrangian 
methods and the main difference lies in the treatment of solid parti-
cles. The former one, also known as the two-fluid method (TFM), regards 
both gas and solid phases as the continuous phase under the Eulerian 
framework and simplifies the particle-particle collision. This method can 
economize computational resources and has been widely applied to 
investigate the characteristics of dense gas-solid flow within many large- 
scale reactors [11,12]. However, it cannot capture particle-scale infor-
mation which limits its further application in simulating complex re-
actors that aim to process particles [13]. In contrast, the computational 
fluid dynamics - discrete element method (CFD-DEM) can track each 
particle's movement under the Lagrangian framework and truly solve 
particle-particle collision through the soft-sphere contact model which 
helps obtain abundant particle-scale information [14]. It can not only 
simulate granular flow by the DEM, but also gas-solid flow by the CFD- 
DEM coupling framework. Moreover, the CFD-DEM method can be 
readily extended to integrate with thermochemical sub-models to depict 
intricate homogeneous and heterogeneous reactions, as well as heat and 
mass transfer [15]. Thus, it has been widely used to investigate the 
hydrodynamics and reactive characteristics of various chemical engi-
neering processes. For example, Wang et al. [2,15] simulated biomass 
gasification in a fluidized bed reactor using the high-fidelity CFD-DEM 
method with thermochemical sub-models and further studied the effects 
of key operating parameters on gasification performance. Lin et al. [16] 
numerically studied the hydrodynamic and thermochemical character-
istics in a coal-direct chemical looping combustion (CLC) system using a 
developed CFD-DEM model featuring a polydisperse drag model, heat 
and mass transfer, and homogeneous and heterogeneous reactions. 
Although the CFD-DEM method has been widely developed to study 
complex hydrodynamics and thermochemical characteristics in quasi- 
2D or small-scale reactors, it is still difficult to be used to study large- 
scale reactors within numerous particles due to its unaffordable 
computational costs. 

In recent years, several speed-up strategies for the CFD-DEM method 
have been developed with the development of computer hardware and 
numerical algorithms [17–20]. Graphics processing unit (GPU), which 
highly takes advantage of the parallel structure of GPU, has increasingly 
attracted researchers' interest. In the simulation of granular flow, the 
GPU has been utilized for parallel simulations with message passing 
interface (MPI) for information communication, which can significantly 
accelerate the computational speed. Based on different granularities of 
parallel, the GPU-based particle collision calculation method can be 
divided into particle-parallel approach and collision-pair-parallel 
approach [17]. For the former, each GPU thread calculates the colli-
sion force for one particle which loops over all the neighbor particles and 
calculates the corresponding particle-neighbor particle collision. How-
ever, this may lead to inactive threads as 32 threads in a warp execute 
the same instructions. For the latter, each thread only calculates the 

collision of two particles which can address the warp diverge issue. 
Furthermore, the calculation times of collisions can be reduced, which 
performs a better performance. Recently, the GPU combining the central 
processing unit (CPU) parallel simulation method has been developed 
for gas-solid flow simulation under the Eulerian-Lagrangian framework. 
Lu [17] developed a GPU-accelerated DEM code coupling with the open- 
source CFD software MFiX to simulate granular and multiphase flows. In 
the fluidized bed simulation, the DEM computation time was reduced 
from 91% to 17%. A comparison of speed-up performance was con-
ducted, indicating that the collision pair parallel approach achieved 
approximately 6% - 8% higher speed-up compared to the particle par-
allel approach. Norouzi et al. [21] developed a new hybrid CPU-GPU 
solver based on the open-source CFD code OpenFOAM and their in- 
house DEM code. After model verification, the solver was evaluated in 
three cases of gas-solid flow systems with different geometries and 
numbers of particles. For each second simulation of a large system 
containing 870 k particles, it took about 6 h with two CPU cores while 
only 30 min for a smaller system with 47 k particles with one CPU core. 
He et al. [22] developed a novel cross-platform coupling approach 
integrating a commercial CFD solver, ANSYS Fluent, with a standalone 
GPU-based DEM solver through network communication. For a fluidized 
system with 1.3 million particles, the GPU-based DEM provided 3.81 
times speedup versus OpenMP on 32 CPU cores. 

However, in the traditional CFD-DEM method, the high-frequency 
particle collision calculation results in low computational efficiency 
and it is difficult to carry out the massively parallel calculation of par-
ticle collision detection processing on CPUs. Thus, the present work has 
the following novelty: (i) a GPU-accelerated DEM code is developed 
based on an efficient particle collision parallel algorithm, which takes 
full advantage of the parallel structure of GPUs; (ii) a GPU-accelerated 
DEM code is further coupled with a CFD solver through MPI for simu-
lating large-scale granular and two-phase flow reactors and pinned 
memory is adopted to minimize the data transfer time-consuming. The 
present work is structured as follows: Section 2 details the governing 
equations and the GPU implementation details of the particle collision 
parallel algorithm. Section 3 presents the model verification details 
under three different cases, i.e., a single particle falling process, two 
stacked particles compressed between two fixed walls, and the terminal 
velocity of a particle in the fluid. In Section 4, two sets of actual 
experimental systems and data are used to further test the accuracy of 
the model. The speed-up performance and stability assessment of the 
GPU-accelerated CFD-DEM method are discussed in Section 5. Conclu-
sions are drawn in Section 6. 

2. Mathematical model 

2.1. Governing equations for gas phase 

In the CFD module, the fluid phase is described using the time- 
averaged governing equations under the Eulerian framework. The 
mass and momentum conservation equations are given as [2]: 

∂
(
εgρg

)

∂t
+∇⋅

(
εgρgug

)
= 0 (1)  

∂
(
εgρgug

)

∂t
+∇⋅

(
εgρgugug

)
= ∇⋅Sg + ρgεgg −

∑M

m=1
Igm (2) 

where εg and ρg are the volume fraction and density of the gas phase, 
respectively. ug is the velocity of the gas phase and g is the gravitational 
acceleration. Sg is the stress tensor of the gas phase and Igm is the mo-
mentum exchange term between the gas phase and the mth solid phase. 
The gas phase can be coupled with the solid particles through the gas 
volume fraction (εg) and momentum exchange term (Igm), which are 
given by: 
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εg = 1 −
1
Vc

∑Np

i=1
Vp,i, Igm =

1
Vc

∑Np

i=1
fd,i (3) 

where Vc and Vp,i are the volume of the current computational cell 
and ith particle, respectively. Np is the total number of particles in the 
simulation domain. 

2.2. Governing equations for solid phase 

In the DEM module, the solid particle is tracked individually under 
the Lagrangian framework. The acceleration, velocity, and position of 
each particle can be accurately obtained through Newton's second law of 
motion. The translation and rotation of a particle are described by [23]: 

mi
dvi

dt
= mig+ f∇p + fd,i + fc,i (4)  

Ii
dωi

dt
=
∑Np

j=1,j∕=i

(
Ln× fct,ij

)
(5) 

where mi, vi and ωi are the mass, translational velocity, and rota-
tional velocity of ith particle, respectively. L is the distance from the 
contact point to the center of the particle and n is the normal unit vector 
between ith and jth particles. fc,i is contact force exerting on ith particle 
and can be divided into a normal component (fcn,ij) and a tangential 
component (fct,ij): 

fc,i =
∑Np

j=1,j∕=i

(
fcn,ij + fct,ij

)
(6)  

fcn,ij = −

(

kn,ijδn,ij + ηn,ij δ̇n,ij

)

nij (7)  

fct,ij =

⎧
⎨

⎩

−

(

kt,ijδt,ij + ηt,ij δ̇t,ij

)

tij for
⃒
⃒fct,ij

⃒
⃒ ≤ μ

⃒
⃒fcn,ij

⃒
⃒

− μ
⃒
⃒fcn,ij

⃒
⃒tij for

⃒
⃒fct,ij

⃒
⃒ > μ

⃒
⃒fcn,ij

⃒
⃒

(8) 

where ηn,ij is the normal damping coefficient and can be calculated 
based on the linear spring dashpot (LSD) model as [24]: 

en,ij = exp

(

−
ηn,ijtcol

n,ij

2meff

)

(9)  

tcol
n.ij = π

(
kn,ij

meff
−

η2
n,ij

m2
eff

)− 1/2

(10)  

ηn,ij =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2kn,ijmeff

√
⃒
⃒lnen,ij

⃒
⃒

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
π2 + ln2en,ij

√ (11) 

where en,ij is the normal restitution coefficient and tcol
n.ij is the collision 

time. meff = mimj/(mi + mj) is the effective mass of particle i and j. kn,ij is 
the normal spring coefficient. The tangential damping coefficient can be 
calculated similarly. Specifically, the tangential displacement is a his-
tory accumulation that begins once the contact initiates. At the initial of 
the contact, the tangential displacement is calculated as: 

δt = vtijmin
(

|δn|

vij⋅ηij
, Δt
)

(12) 

While at the time of t + △t, the tangential displacement is calculated 
as:” 

δt(t+Δt) = δt(t)+ vtijΔt (13) 

The calculation of fc,i is based on the contact list of particles which is 
constructed based on the position of particles in each solid time step. The 
details of the determination of the particle contact list will be discussed 
in the following part. fd,i is the drag force between gas and solid phases 
exerting on ith particle. The correlation proposed by Gidaspow is adop-
ted to calculate the drag force [25]: 

fd,i =
1
Vc

∑Np

i=1

(
βVp,i

1 − εg

(
ug − vi

)
)

(14)  

β =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

150
(
1 − εg

)2μg

εgd2
p

+ 1.75
(
1 − εg

)
ρg

⃒
⃒ug − vi

⃒
⃒

dp
εg ≤ 0.8

3
4

εg
(
1 − εg

)
ρg

⃒
⃒ug − vi

⃒
⃒

dp
CDε− 2.65

g εg > 0.8

(15)  

CD =

⎧
⎪⎨

⎪⎩

24
Rep

(
1 + 0.15Re0.687

p

)
Rep < 1000

0.44 Rep ≥ 1000
(16)  

Rep =
ρgεg

⃒
⃒ug − vi

⃒
⃒dp

μg
(17) 

where β is the momentum exchange coefficient and CD is the drag 
force coefficient for a single particle relying on particle Reynolds num-
ber (Rep). 

2.3. GPU implementation 

The calculation speed of the CFD-DEM method is mainly limited by 
the DEM solver which contains high-frequency particle collisions 
[21,26]. Specifically, there are a lot of computer graphics algorithms in 
the calculation process of particle motion, such as particle collision 
detection processing and particle collision force calculation, which are 
the most computationally intensive parts of the DEM solver. However, it 
remains challenging to carry out massively parallel calculation of par-
ticle collision detection processing on the CPU. As a special multi-
threaded parallel processor, GPU has its unique advantage for efficiently 
processing large-scale particle information. GPU is composed of plenty 
of stream multiprocessor (SM) and each SM contains a number of cores 

Fig. 1. Schematic of particle collision detection: (a) particles and searching 
cells; (b) particle neighboring search results. 
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that can perform mathematical calculation individually and execute an 
operation simultaneously. With the introduction of NVIDIA's Compute 
Unified Device Architecture (CUDA), GPU can execute CUDA C code and 
CUDA Fortran code and has been widely applied in scientific calculation 
represented by numerical simulations [17,21]. In addition, OpenACC is 
an instruction-based programming model and provides a simple way to 
accelerate without complex programming. Thus, in this work, the par-
ticle collision parallel algorithm is implemented on GPU using CUDA 
Fortran code and OpenACC instruction. 

Fig. 1 shows the particle collision detection and particle collision 
force calculation implemented on GPU with 12 particles. During the 
simulation, each particle is labeled by an identification number (PID) for 
the sake of tracking its trajectory and estimating the relative position of 
two particles. As shown in Fig. 1(a), discrete particles can be mapped 
into Eulerian grids based on the position of particles through the particle 
centroid method (PCM). In the CFD-DEM method, the grid size (Δx) 
should be 3–5 times the particle diameter (dp). To balance the compu-
tational accuracy and efficiency, only particles in spatially adjacent 8 
grids are detected to determine whether particle collisions occur. If the 
particle center distance is less than the sum of the radius of particles, 
these two particles are considered to collide and should be recorded in 

the particle collision list as a collision pair. Furthermore, the same 
collision pair (i.e., collision pair 1&3 and 3&1) should be recorded only 
once in consideration of computational efficiency. In this work, the re-
sults of particle collision detection are stored in two arrays (one for 
particle ID in a collision pair and one for collision pair ID) for the particle 
collision force calculation in the next time-step. As shown in Fig. 1(b), 
eight collision pairs can be found in this 12-particle system. The collision 
pair ID (CPID) can be obtained based on the collision pair number 
(CPN). 

Parallel prefix sum is a useful building block for many parallel al-
gorithms including sorting and building data structures and is used to 
complete the parallel sum of CPN to obtain the array of CPID [27]. To 
better understand this algorithm, a balanced tree is used, which is often 
used in parallel computing. Fig. 2 presents the parallel prefix sum al-
gorithm and the algorithm consists of two phases: the up-sweep phase 
and the down-sweep phase. In the up-sweep phase, the tree traverses 
from leaf to root and calculates partial sums at the internal node of the 
tree. After the up-sweep, the last node of the tree is the sum of all nodes 
in the array. While in the down-sweep phase, the tree traversed back up 
from the root, using the partial sums to build the scan in place on the 
array. Note that the total sum of the array is not included in the results, 

Fig. 2. Illustration of parallel prefix sum algorithm: (a) up-sweep; (b) down-sweep.  
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the last element of the array is zeroed at the start of the down-sweep 
phase. During the down-sweep phase, the zero propagates back to the 
head of the array. Thus, the list of particle collision pairs can be obtained 
on GPU accurately and efficiently. Recently, the thrust library developed 
by NVIDIA provides a standard prefix sum algorithm supported by 
Tensorcore, which requires the GPU to support Tensorcore. In future 
work, we will incorporate the standard prefix sum algorithm and 
compare its performance with the current algorithm. 

Fig. 3 illustrates the parallel calculation strategy of the particle 
collision force. The force can be calculated based on the list of particle 

collision pairs and each GPU thread only calculates the collision of two 
particles based on Eqs. (6–8). According to Newton's third law, the force 
calculated represents the action and reaction forces acting between two 
collision particles. For example, the collision force between particle 1 
and particle 3 acts on both particles as the action and reaction forces. 
Thus, the force should be added to particle 1 and subtracted from par-
ticle 3. To ensure the accuracy of results, the acomic_Add or acomic_Sub 
function of CUDA is used. Once the force calculations are complete, the 
velocity and position of particles can be updated based on Eq. (4). The 
key distinction between the particle collision parallel algorithm and the 

Fig. 3. Schematic of parallel calculation strategy of particle-particle collision force.  

Fig. 4. Schematic representation of the coupling and GPU acceleration schemes: (a) coupling procedure of the CFD-DEM method; (b) GPU-accelerated CFD- 
DEM method. 
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collision-pair-parallel algorithm in Lu’s work lies in how the collision 
pair is calculated. In a previous study [17], the collision pair was con-
structed from the neighbor list using the set-scan-scatter approach. 
However, in the present study, the collision pair is generated through a 
particle collision detection algorithm that relies on the parallel prefix 
sum algorithm. This algorithm enables efficient identification of colli-
sion pairs by analyzing the relative positions of particles in spatially 
adjacent 8 grids. 

2.4. Numerical scheme 

Fig. 4 illustrates the coupling scheme of numerical algorithms. The 
developed GPU-accelerated CFD-DEM model can numerically study 
granular and gas-solid flows, in which the particle phase is calculated on 
the GPU using the efficient particle collision parallel algorithm while the 
fluid phase is solved on the CPU. While in the CFD-DEM simulation, 
some physical quantities should be transferred between the fluid phase 
and the solid phase. The data on particle properties are stored in GPU 
memory while the data on fluid properties are stored in CPU memory. 
Thus, the information communication is implemented through inter- 
process communication using pipes which are channels with a writing 
end and a reading end. Furthermore, pinned memory is adopted to 
minimize the unavoidable time consumption during data transfer. 

The finite volume method (FVM) is used to discretize the governing 
equations of the gas phase and the first-order upwind scheme is used to 
discretize other spatial terms. The SIMPLE algorithm is adopted to solve 
the coupling of the velocity and pressure of the gas phase. Thus, the 
velocity and pressure of the gas phase can be obtained in each compu-
tational node. The Coutant-Friedrich-Lewy (CFL) condition is adopted to 

determine the time step of the gas phase (△tCFD) from the CFD part [28]: 

CFL = ΔtCFDmax
(⃒⃒uf

⃒
⃒

Δx

)

< 1 (18) 

where △x is the characteristic size of each grid. As for the DEM 
solver, the time step of the solid phase (△tDEM) should be smaller than a 
critical value to guarantee the numerical stability of multiple collisions. 
In the work, △tDEM is specified as 1/50 of the minimum collision time 
(tcol

n,ij) [29]. 

3. Model verification 

Besides the particle collision calculation algorithm, the DEM solver 
contains a series of complex functions such as particle movement solver, 
geometry boundary conditions, and the interaction between the CFD 
solver. The accuracy of the developed code is of great significance and 
can be verified by comparing the GPU-accelerated results with analytic 
solutions. To this end, a series of verification studies have been con-
ducted in this section, which consider both granular flow and gas-fluid 
flow. The aim of these studies is to confirm the accuracy of the GPU- 
accelerated DEM and CFD-DEM solvers. 

3.1. A single particle falling and colliding with the wall 

The first verification of the GPU-accelerated DEM solver is to simu-
late a single particle falling and colliding with the wall. As shown in 
Fig. 5, a particle with a smooth surface freely falls from a position with 
an initial height of 0.5 m under gravity and bounces after colliding with 

Fig. 5. Schematic of the free falling of a single particle.  

Fig. 6. Comparison of GPU-accelerated DEM simulation results with analytic solutions: (a) time-evolution particle height; (b) relative error.  

r

Fig. 7. Schematic of two stacked particles compressed between 
two boundaries. 
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a fixed wall. The diameter of the particle is 0.2 m. The spring stiffness 
and restitution coefficient of the particle are 5 × 104 N/m and 0.9, 
respectively. The particle motion can be divided into three stages: free 
falling, collision, and rebounding. As illustrated in Appendix A in Sup-
porting Information, an analytic expression of particle motion in each 
stage can be obtained. 

Fig. 6(a) compares the particle position between analytic results and 

simulation results, with the relative error (e =

⃒
⃒
⃒
ya − yDEM

ya

⃒
⃒
⃒× 100%) pre-

sented in Fig. 6(b). Referring to Appendix A in Supporting Information, 
the particle colliding the wall at t = 0.286 s and rebounds at t = 0.334 s. 
Specifically, the particle-wall collision is described using the soft-sphere 
approach and the linear spring-dashpot model. The simplification of the 
properties of the particle and the wall may cause the difference between 
the simulation result and the real result of the duration of the particle- 
wall contact. The maximum error can be observed in the contact stage 
which may be caused by a few reasons. In the current simulation, the 
particle position is updated through a first-order scheme and the error 

increases with each time step. Furthermore, there is a hysteresis phe-
nomenon in the judgment of particle motion and particle colliding with 
the wall before detecting the collision. Thus, the particle is still 
considered as free falling rather than in contact with the wall. Similarly, 
the particle is rebounded but still considered in contact with the wall. In 
general, the absolute relative error is less than 1.2% during all three 
stages, which is acceptable. Therefore, the GPU-accelerated DEM solve 
can accurately simulate particle behaviors. 

3.2. Two stacked particles compressed between two fixed walls 

The DEM model is further verified by simulating a system of two 
stacked particles compressed between two fixed walls as shown in Fig. 7. 
The diameter of two particles is 5 × 10− 4 m while the density is 
different. The density of the lower and upper particles are 2 × 104 kg/m3 

and 1 × 104 kg/m3, respectively. The lower wall is placed at y = 0 and 
the upper wall is placed at yw = 3.6rp = 1.8 × 10− 3 m. The spring 
stiffness and restitution coefficient of the particle are 5 × 104 N/m and 

Fig. 8. Comparison of GPU-accelerated DEM simulation results with numerical solutions: (a) time-evolution position of particle 1; (b) time-evolution position of 
particle 2; (c) relative error. 
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0.9, respectively. In this system, the particle is always in contact with the 
wall and another particle, and the motion of particles is dominated by 
particle-particle and particle-wall collisions. As illustrated in Appendix B 
in Supporting Information, the total force acting on each particle can be 
obtained as the basis for comparison. Fig. 8(a) and (b) compare the 
particle position between numerical solutions and simulation results. As 
shown in Fig. 8(c), the simulation results agree well with the numerical 
solutions and the relative error for two particles is less than 0.2%. 
Therefore, the GPU-accelerated DEM solver can accurately predict 
particle-particle and particle-wall colliding processes. 

3.3. A single particle settling in the fluid 

The GPU-accelerated CFD-DEM solver is verified in a gas-solid 
coupling system, in which the gas and solid phases are coupled via the 
interphase drag correlation. In this system, the terminal velocity of a 
particle in the fluid is obtained and the force balance of the particle is 
given by [30]: 

dvp

dt
= −

g
(
ρp − ρg

)

ρp
+

3
4

ρg

⃒
⃒ug − vp

⃒
⃒
(
ug − vp

)

dpρp
CD (20) 

where ρp and ρg are the density of particle and gas, which are 2000 
kg/m3 and 1.2 kg/m3, respectively. dp is the diameter of the particle and 
equals 1 × 10− 4 m. vp and ug are the velocities of particle and gas phases, 
respectively. CD is the drag coefficient and can be calculated as: 

CD =
24
Re
(
1+ 0.15Re0.687) (21)  

Re =
ρg

⃒
⃒ug − vp

⃒
⃒dp

μg
(22) 

where μg (=1.8 × 10− 5 Pa⋅s) is the viscosity of the gas phase. The 
fluidized gas is introduced from the bottom of the system with a su-
perficial gas velocity of 0.5 m/s. The particle reaches the terminal ve-
locity when the particle weight is balanced by the drag force. Fig. 9(a) 

Fig. 9. Comparison of GPU-accelerated DEM simulation results with analytic solutions: (a) particle axial velocity; (b) relative error.  

Fig. 10. Geometry configuration of the small-scale bubbling fluidized bed [31].  

Table 1 
Simulation parameters [31].  

Parameters Value Unit 

Bed dimension (x, y, z) 0.044, 0.01, 0.2 m 
Cell number (Nx, Ny, Nz) 15, 3, 68 – 
Packed bed height (H0) 0.03 m  

Particle phase 
Density (ρp) 1000 kg/m3 

Diameter (dp) 1.2 mm 
Number of particle (Np) 9240 – 
Particle spring stiffness (kn) 800 N/m 
Particle restitution coefficient (e) 0.97 – 
Particle friction coefficient (μp) 0.1 –  

Gas phase 
Density (ρg) 1.225 kg/m3 

Viscosity (μg) 1.8 × 10− 5 kg/(m⋅s) 
Superficial velocity (Uf) 0.6/0.9 m/s  
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compares the particle axial velocity (vy) between analytic results and 
simulation results and Fig. 9(b) shows the relative error. The relative 
error is less than 1.25% and the maximum error can be observed at the 
initial time. After about t = 0.28 s, the relative error is almost zero, 
indicating that the terminal velocity of the particle is accurately 
captured. Therefore, the GPU-accelerated CFD-DEM solver is believed to 
be accurate in simulating gas-solid flow. 

4. Model validation 

Although the accuracy of the GPU-accelerated CFD-DEM model has 
been verified in the above sections, the verification cannot compre-
hensively reflect the validity of the implemented physical model. 
Therefore, in this section, two sets of actual experimental systems and 
data are used to further examine the reasonability of the model. 

4.1. Small-scale bubbling fluidized bed 

The GPU-accelerated CFD-DEM model is firstly validated by simu-
lating the gas-solid two-phase flow in a small-scale bubbling fluidized 
bed (BFB) experimentally studied by Müller et al. [31]. As shown in 
Fig. 10, the dimensions of the investigated system are 0.044 m in width, 
0.01 m in depth, and 0.2 m in height, respectively. At the initial time, 
9240 particles are packed at the lower part of the bed with a static height 
of 0.03 m. Referring to the experimental measurement [31], the mini-
mum fluidized velocity is 0.3 m/s, thus two sets of the superficial gas 
velocities of 0.6 m/s and 0.9 m/s are adopted in the current simulation. 
Table 1 gives the detailed simulation parameters. The simulation runs 
for 15 s and the last 10 s of the simulation results are used to make 
statistics to avoid the startup effects. 

Fig. 11 presents the bubble structure and particle flow patterns in the 
reactor under two different superficial velocities. Large bubbles can be 
observed to generate in the middle of the bed due to the introduction of 

Fig. 11. Snapshots of bubble structure (colored by voidage) and particle flow patterns (colored by particle vertical velocity) in the fluidized bed at t = 5 s: Uf = 0.6 
m/s (a, b) and Uf = 0.9 m/s (c, d). 
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the fluidized gas and burst near the bed surface. Particles in the central 
region are in large solid vertical velocity while those appear in the near- 
wall region are in negative velocity. Fig. 12(a) presents the comparison 
of the voidage at the height of 0.0164 m and the superficial velocity of 
0.6 m/s between experimental results and simulation results. The voi-
dage in most regions can be accurately reproduced, although some 
discrepancies are observed in the vicinity of the right wall. Fig. 12(b) 
quantitatively compares the time-averaged solid vertical velocity at the 
height of 0.02 m, with a good prediction of solid vertical velocity ob-
tained. The large solid vertical velocity can be observed in the central 
region while the negative solid vertical velocity appears in the near-wall 
region, which is the back-mixing behavior in the bubbling fluidized bed. 
In Fig. 12(c) and (d), it can be observed that there is a close corre-
spondence between the voidage at a height of 0.0164 m and the time- 
averaged solid vertical velocity at a height of 0.01 m when the super-
ficial velocity is 0.9 m/s. Thus, the GPU-accelerated CFD-DEM model 
can accurately obtain the typical gas-solid characteristics in small-scale 
BFB. 

4.2. Fully 3D spout-fluid bed 

The GPU-accelerated CFD-DEM model is further validated with the 
gas-solid flow in a fully 3D spout-fluid bed experimentally studied by 
Link et al. [32]. Fig. 13 shows the geometry configuration of the studied 
system, which has 154 mm in width, 84 mm in depth, and 1000 mm m in 
height. The spouting gas is introduced through the center of the bottom 
with a width of 22 mm and a depth of 12 mm. The background velocity 
and spout velocity are 2.5 m/s and 60 m/s, respectively. The detailed 
operating parameters are listed in Table 2. The simulation runs for 20 s 
and the last 15 s of the simulation results are used to make statistics to 
avoid the startup effect. 

The spout and annulus regions in 3D spout-fluid beds can be iden-
tified by an isosurface by the voidage with a threshold value of 0.7. 
Fig. 14 shows the comparison of a 3D view of the spout-annulus inter-
face between the experimental results and current simulation results. To 
eliminate instantaneous fluctuation, a time-averaged result of the cur-
rent simulation is present in Fig. 14(b) while Fig. 14(a) is an instanta-
neous experimental result at t = 0.08 s. The current model can well 
obtain the typical spout-annulus interface in 3D spout-fluid beds. 

Fig. 12. Comparison of voidage and time-averaged solid vertical velocity between experimental results and current simulation results [31]: (a) Uf = 0.6 m/s, Z =
0.0164 m; (b) Uf = 0.6 m/s, Z = 0.2 m; (c) Uf = 0.9 m/s, Z = 0.0164 m; (d) Uf = 0.9 m/s, Z = 0.01 m. 
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Fig. 15 shows the time-averaged flow patterns at the central slice (y 
= 0.042 m). In the central region, the lower voidage and larger solid 
vertical velocity can be observed due to the introduction of spouting gas. 
To better illustrate the particle motion characteristics in a 3D spout-fluid 
bed, particle spatial distribution of the instantaneous hydrodynamics at 
t = 10 s is presented in Fig. 16. After the spout-fluid bed reaches a stable 
spouting state, three distinct regions with different solid phase move-
ment behaviors can be observed in the system. In the central region, a 
small concentration of solid particles can be observed and particles 
exhibit vigorous upward movement, which is called the spout region. An 
annulus region surrounds the spout region, where the particles are 
densely packed and descend slowly. These three regions contribute to 
the establishment of internal solid particle circulation within the spout- 
fluid bed. 

Fig. 17 presents the quantitative comparison of the time-averaged 
vertical particle velocity (Usz) at two different heights (z = 0.15 m 
and z = 0.25 m) between current simulation results and the experi-
mental results by Link et al. [32]. A narrow spot channel can be observed 
in both experimental and simulation results because of the large gas 
spouting velocity. Similar trends of Usz can be observed at two different 
heights, which indicates that the current model can well predict particle 
vertical velocity in a spout-fluid bed. Thus, the GPU-accelerated CFD- 
DEM model is reliable for simulating the particle dynamics and flow 
patterns in 3D spout-fluid beds. 

5. Performance assessment 

5.1. Speed-up performance 

The speed-up performance of the GPU-accelerated CFD-DEM model 
is assessed through gas-solid flow in a small-scale BFB. The BFB is 0.23 m 
in width, 0.075 m in depth, and 1.22 m in height. At the initial time, 
95,000 particles are packed in the lower part of the bed. The gas was 
introduced from the bottom with a superficial gas velocity of 2.1 m/s. To 
better illustrate the high performance of the particle collision parallel 
algorithm implemented on GPU, which can be further divided into 
particle collision detection and particle collision force calculation, the 
averaged computational time of each time-step is quantitatively statis-
tics. As presented in Fig. 18, the computation time of the GPU- 
accelerated particle collision force parallel calculation method is 
greatly shortened, which can obtain 38 times speed-up, showing its good 
performance and hardware applicability. Furthermore, the GPU- 
accelerated particle collision detection method also shows great per-
formance which can obtain 34 times speed-up. 

5.2. Stability assessment 

To further illustrate the high performance of the current model, the 
simulation individually performs in three different ways: CFD-DEM 
simulation on one CPU core, CFD-DEM parallel simulation on 16 CPU 
cores, and GPU-accelerated CFD-DEM simulation on one CPU core and 
one GPU card. The investigated system is 0.5 m in width, 0.5 m in depth, 
and 1.2 m in height, which consists of 1,000,000 particles. The 
computational domain is divided into 300,000 grids and the superficial 
velocity is 0.9 m/s. Each case runs for 1 s and a total of 500 time-steps 
after 0.5 s is used to perform statistics to avoid the start-up effects. 
Fig. 19(a) presents the comparison of particle phase computational time 
consumption under three different calculation conditions. Due to the 
huge number of particles in the system, the parallel algorithm using 16 
CPU cores can obtain nearly 3 times acceleration. Comparable, the GPU- 
accelerated parallel algorithm can further accelerate the particle 
calculation process, which is faster than the parallel algorithm using 16 
CPU cores. Furthermore, the fluid phase is simply paralleled using the 
OpenACC multicore parallel function, which is easy to be carried out by 
adding simple commands without rewriting the calculation codes. As 
presented in Fig. 19(b), the total CFD calculation time of 500 time-steps 

Fig. 13. Geometry configuration of the 3D spout-fluid bed [32].  

Table 2 
Simulation parameters [33].  

Parameters Value Unit 

Bed dimension (x, y, z) 0.154, 0.084, 1.0 m 
Cell number (Nx, Ny, Nz) 21, 14, 100 – 
Packed bed height (H0) 0.195 m  

Particle phase 
Density (ρp) 2526 kg/m3 

Diameter (dp) 4.04 mm 
Number of particle (Np) 44,800 – 
Particle spring stiffness (kn) 800 N/m 
Particle restitution coefficient (e) 0.97 – 
Particle friction coefficient (μp) 0.1 –  

Gas phase 
Density (ρg) 1.205 kg/m3 

Viscosity (μg) 1.8 × 10− 5 kg/(m⋅s) 
Spouting velocity (us) 60 m/s 
Background velocity (ub) 2.5 m/s  

Fig. 14. Comparison of 3D view of the spout-annulus interface: (a) experi-
mental measurement [32]; (b) current simulation. 
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on CPU can be reduced from 7272 s to 3206 s, obtaining a nearly two 
times acceleration. Accordingly, the GPU-accelerated CFD-DEM model 
can obtain a speed-up ratio of approximately 4. Furthermore, the speed- 
up performance of the GPU-accelerated CFD-DEM model under different 
numbers of particles is presented in Fig. 19(c). With the increase in 
particle number, the model demonstrates improved speed-up perfor-
mance, highlighting the advantageous capability of the current model in 
efficiently handling a large number of particles. The difference in the 

speed-up performance between sections 5.1 and 5.2 is mainly caused by 
the data transfer between the GPU and CPU. Furthermore, the speed of 
data transfer is limited by the size of arrays and utilization of the GPU. In 
our future work, more work needs to be done to break through the 
limitation of data transfer, such as data memory optimization and 
asynchronous operation of data transfer and DEM simulation. 

Fig. 15. Snapshots of time-averages flow patterns at the central slice (y = 0.042 m): colored by voidage (a) and solid vertical velocity (b).  

Fig. 16. Snapshots of the spatial distribution of the instantaneous hydrodynamics at t = 10 s (colored by solid vertical velocity): (a) the central slice (y = 0.042 m), 
(b) slices at different heights. 
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6. Conclusions 

In this work, GPU-accelerated DEM/CFD-DEM models were devel-
oped based on a high-performance particle collision parallel algorithm 
for the efficient simulation of granular and gas-solid flows. The accu-
racy, reliability, and acceleration performance of the developed model 
are examined under different conditions. Conclusions can be summa-
rized as follows: 

1) To fully exploit the parallel architecture of GPUs, we have imple-
mented a GPU-based algorithm for particle collision. This algorithm 
is integrated into the DEM code, which can be coupled with a CFD 
solver to simulate gas-solid flows. In this coupled simulation, the 
particle phase is computed on the GPU, while the fluid phase is 
solved on the CPU. Particle properties are stored in GPU memory, 

whereas fluid properties are stored in CPU memory. The information 
communication is implemented through inter-process communica-
tion and pinned memory is adopted to minimize the data transfer 
time-consuming.  

2) The present model has demonstrated its reliability in numerically 
simulating particle-particle and particle-wall collisions, as evidenced 
by its ability to accurately reproduce the position of two stacked 
particles compressed between two fixed walls. Additionally, the 
model has proven effective in predicting the time-averaged vertical 
particle velocity in small-scale BFB and fully 3D spout-fluidized beds, 
indicating its capability to accurately capture the particle dynamics 
and flow patterns in two-phase flow systems.  

3) The GPU-accelerated particle collision parallel algorithm consists of 
the particle collision force calculation method and particle collision 
detection method, which can greatly reduce the calculation time. 

Fig. 17. Comparisons of the Usz between current simulation results and experimental results by Link et al. [32] (Exp 1 and Exp 2 are the data obtained by two 
independent experiments, respectively): Usz at z = 0.15 m (a) and z = 0.25 m (b). 

Fig. 18. Performance comparison of GPU-accelerated particle-particle collision force calculation method and the particle collision detection method between the 
traditional CPU and the A800 GPU: (a) computational time; (b) speed-up ratio. 
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The particle collision force calculation method can obtain 38 times 
speed-up on A800. The particle collision detection method also ob-
tains 34 times speed-up on A800, which indicates the high- 
performance of the GPU-accelerated particle collision algorithm. 

Thus, this work provides a reliable and high-performance parallel 
calculation method for numerically studying the gas-solid two-phase 
flow. 
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